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Computational Quantum Field Theory

10.1 Introduction

The Computational Physics Group performs basic research into classical and quantum
statistical physics with special emphasis on phase transitions and critical phenomena.
In the centre of interest are the physics of spin glasses, diluted magnets and other
materials with quenched, random disorder, soft condensed matter physics with focus
on fluctuating paths and interfaces, biologically motivated problems such as protein
folding, aggregation and adsorption as well as related properties of homopolymers,
and the intriguing physics of low-dimensional quantum spin systems.

The methodology is a combination of numerical and analytical techniques. The nu-
merical tools are mainly Monte Carlo and Molecular Dynamics computer simulations
as well as exact enumeration techniques. The computational approach to theoretical
physics is expected to gain more and more importance with the future advances of
computer technology, and is likely to become the third cornerstone of physics besides
experiment and analytical theory as sketched in Fig. 10.1. Already now it often helps
to bridge the gap between experiments and the often necessarily approximate calcu-
lations in analytic approaches. To achieve the desired high efficiency of the numerical
studies we develop new algorithms and, to guarantee the flexibility required by basic
research, all computer codes are implemented by ourselves. The technical tools are
Fortran, C, C++, and Python programs running under Unix or Linux operating sys-
tems and computer algebra using Maple or Mathematica. The software is developed
and tested at the Institute on a cluster of PCs and workstations, where also most of
the numerical analyses are performed. Currently we are also exploring the possibilit-
ies of the rapidly developing graphics card computing, that is computer simulations
on graphics processing units (GPUs) with many cores. Large-scale simulations requir-
ing vast amounts of computer time are carried out at the Institute on quite powerful
compute servers, at the parallel computers of the Saxon computing centre in Dresden,
and, upon successful grant application, at the national supercomputing centres in Jü-
lich, Stuttgart and München on parallel high-capability computers. This hierarchy of
various platforms gives good training and qualification opportunities for the students,
which offers promising job perspectives in many different fields for their future careers.

Our research activities are closely integrated into the Graduate School “Build-
MoNa”: Leipzig School of Natural Sciences – Building with Molecules and Nano-
objects , the International Max Planck Research School (IMPRS) Mathematics in the Sci-
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Figure 10.1: Sketch of the “triangular” relationship between experiment, analytical theory and
computer simulation.

ences , and the International Graduate School Statistical Physics of Complex Systems
with Université de Lorraine in Nancy, France, supported by the Deutsch-Französische
Hochschule (DFH-UFA). In the second funding period 2011–2013, Coventry University
in England has been integrated as an associated partner, and in the current third fund-
ing period 2014–2016, also the National Academy of Sciences of Ukraine in Lviv has
joined as another associated partner institution, offering our PhD students now several
interesting options for secondments. For instance, in 2014, one PhD student started a
“co-tutelle de thèse” jointly supervised with a colleague from Coventry University. The
three Graduate Schools are all “Classes” of the Research Academy Leipzig (RALeipzig),
providing the organizational frame for hosting visiting students and senior scientists,
offering language courses, organizing childcare and for many other practical matters.

At a more post-graduate level our research projects are embedded into the “Säch-
sische DFG-Forschergruppe” FOR877 From Local Constraints to Macroscopic Trans-
port jointly with the universities in Chemnitz and Dresden, and the Sonderforschungs-
bereich/Transregio SFB/TRR 102 Polymers under Multiple Constraints: Restricted and
Controlled Molecular Order and Mobility together with Halle University. Our group
also actively contributes to two of the top level research areas (“Profillinien”) and the
Centre for Theoretical Sciences (NTZ) of the University. Beside “BuildMoNa” the latter
structures are particularly instrumental for our cooperations with research groups in
experimental physics and biochemistry on the one hand and with mathematics and
computer science on the other.

On an international scale, our research projects are carried out in a wide net of
collaborations which are currently mainly funded by the Alexander von Humboldt
Foundation through an Institute Partnership with the National Academy of Sciences in
Lviv, Ukraine, on Polymers in Porous Environments and on Disordered Substrates and
the EU IRSES Network DIONICOS: Dynamics of and in Complex Systems , a consor-
tium of 6 European and 12 non-European partners, including sites in England, France
and Germany as well as in Armenia, Russia, Ukraine, India, the United States and
Venezuela, which commenced work in 2014. Further close contacts and collaborations
are established with research groups in Armenia, Austria, China, France, Great Bri-
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tain, India, Israel, Italy, Japan, Poland, Russia, Spain, Sweden, Taiwan, Turkey, Ukraine,
and the United States. These contacts are refreshed and furthered through topical
Workshops, Advanced Training Modules and Tutorials, and our International Work-
shop series CompPhys: New Developments in Computational Physics , taking annually
place at the end of November just before the first advent weekend.

Wolfhard Janke

10.2 Finite-size scaling of droplet condensation

J. Zierenberg, W. Janke
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Figure 10.2: Finite-size scaling of (a) the transition temperature and (b) the transition rounding
of a three-dimensional lattice gas at fixed density ρ = 10−2.

We investigated the finite-size scaling behaviour of the droplet condensation-evap-
oration transition for the two- and three-dimensional Ising lattice gas as well as the
three-dimensional Lennard-Jones gas [1]. The lattice models allow to exploit the equi-
valence to the Ising model, comparing to exact results in two dimensions and low-
temperature series expansions in three dimensions. The Lennard-Jones model ensured
the generality of our results. Opposed to the consideration at fixed temperature [2],
for which leading-order predictions exist [3], we consider an orthogonal setup at fixed
density. Applying Taylor expansions around the infinite-system limit, we obtain the
same leading-order scaling behaviour for the finite-size transition temperature Tc(N)
and rounding ∆T of a D-dimensional system with N particles:

Tc(N) − T0 ∝ N−1/(D+1) , (10.1)

∆T ∝ N−d/(D+1) . (10.2)

This is not the standard 1/V finite-size scaling of a first-order phase transition, because
droplet evaporation-condensation describes a transition between a homogenous gas
phase and an inhomogeneous or mixed phase where a single droplet is in equilibrium
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with surrounding vapor. A comparison with our numerical results from parallel mul-
ticanonical simulations [4] is shown in Fig. 10.2 for the case of the three-dimensional
lattice gas.

For intermediate system sizes, we observe a non-expected scaling regime where
the system behaves as for homogeneous phase transitions, i.e., Tc(N) − T0 ∝ N−1/d and
∆T ∝ N−1. For the three-dimensional lattice gas we can compare to low-temperature
series expansion estimates of the transition temperature T̃0(ρ) and the agreement is very
good. With our approach, we were able to reach up to N = 10 000 lattice particles and
the finite-size scaling analysis suggests that we are in fact quite close to the asymptotic
scaling regime.

[1] J. Zierenberg, W. Janke: Phys. Rev. E 92, 012134 (2015)
[2] J. Zierenberg et al.: J. Phys: Conf. Ser. 510, 012017 (2014)
[3] M. Biskup et al.: Europhys. Lett. 60, 21 (2002); Commun. Math. Phys. 242, 137 (2003)
[4] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)

10.3 Aggregation of θ-polymers in spherical confinement

J. Zierenberg, M. Müller, P. Schierz, M. Marenz, W. Janke

This project aims for a better understanding of the influence of external confinement
onto the physical properties of a small number of polymers [1]. We therefore investig-
ated the change of the aggregation temperature for few polymers enclosed in a sphere.
This enables a systematic variation of the available space by only one parameter, the
radius of the sphere. The enclosing sphere is steric, leading at most to an effective
repulsion, without introducing technical difficulties with self-interactions imposed by
periodic boundaries.

We are thus able to explore the influence of the density onto the aggregation trans-
ition temperature of this system of θ-polymers (which means they are parametrized
by a model that allows a single polymer to undergo a collapse transition), whose para-
metrization is summarized in Fig 10.3(a). This allows us to reweight our data to a
whole range of different temperatures of the surrounding heat bath, hence the notion
of multi -canonical simulations. We conducted such simulations in a highly parallelized
way [2, 3] for several different radii of the sphere and with that we vary the volume ac-
cessible to the system. In the canonical picture we find that the aggregation temperature
shifts in dependence of the radii.

To gain a quantitative understanding of this shift, we note that the spatial entropy
available to the aggregate is in a first approximation independent from the radius of
the surrounding sphere. In the separated regime the polymers can be treated similar to
an ideal gas. Here, we can thus relate the entropy to the volume of the system, and with
that to the radius of the sphere and the system’s density. With the Gibbs construction we
relate then the entropy difference of the two regimes to the microcanonical temperature
Tagg, allowing the derivation of an explicit relation of the inverse transition temperature
to the logarithm of the density,

1/Tagg(ρ) =
S(Esep, ρ) − S(Eagg, ρ)

∆E
∼

S(Esep, ρ)

∆E
=

S(Esep, ρ)

M∆e
∼ − lnρ + const , (10.3)
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Figure 10.3: (a) The different interaction potentials that characterize a small number M of θ-
polymers, which are enclosed in a sphere whose radius is varied, watching closely the aggreg-
ation transition temperature. (b) Combining entropic and energetic arguments, and respecting
the typical length scale of the aggregate, we find an empirical data collapse of the inverse
transitions temperatures over a broad range of densities.

with ∆E = Esep − Eagg = M∆e under the assumption that, for fixed M and N, the latent
heat ∆e is almost constant.

For flexible polymers, the aggregate of M polymers with N monomers can be
approximated by a single polymer with length M × N, and this defines a “typical”
length scale R ∼ (NM)−1/3 of the polymer aggregate, which may be exploited to derive
an empirical scaling law for the inverse temperature in Eq. (10.3) in dependence of
the number of polymers. With this we gain some insight into the nature of the finite-
size effects in such a system enabling the empirical data collapse for a broad range of
densities for different numbers of polymers shown in Fig. 10.3(b).

For stiffer polymers this typical length scale is not as easy to determine. Here,
we found interesting structural properties that are already visible in a very intuitive
order parameter [4], the so-called phase-separation parameter. This is essentially the
average center-of-mass distance of the different polymers, and for the aggregate, it
becomes smaller the stiffer the polymers are. This is at first sight counter-intuitive, but
can be traced back to the formation of polymer bundles [5] which allow the polymers’
center-of-masses to get closer as the polymers align.

[1] J. Zierenberg et al.: J. Chem. Phys. 141, 114908 (2014)
[2] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)
[3] J. Zierenberg et al.: in Computer Simulation Studies in Condensed-Matter Physics

XXVI , eds. D.P. Landau, H.-B. Schüttler, S. Lewis, M. Bachmann, Physics Procedia
53, 55 (2014)

[4] M. Mueller et al.: in Computer Simulation Studies in Condensed-Matter Physics
XXVIII , eds. D.P. Landau, H.-B. Schüttler, S. Lewis, M. Bachmann, Physics Procedia
68, 95 (2015)

[5] J. Zierenberg, W. Janke: Europhys. Lett. 109, 28002 (2015)
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10.4 Aggregation of semiflexible polymers

J. Zierenberg, W. Janke

Figure 10.4: Full temperature-stiffness structural phase diagram of 8 polymers with 13
monomers each, combining the surface plot of a correlation parameter (1 = correlated;
1/3 = uncorrelated) with the peak locations of the heat capacity (black) and the thermal de-
rivative of the phase separation parameter (blue). Representative conformations are presented
next to the phase diagram. Figure taken from Ref. [2].

The effect of solvent salt concentration was shown to influence the dynamics and emer-
ging structures in amyloid fibrils ranging from rapid formation of amorphous struc-
tures at high salt concentration to long-time relaxation of amyloid fibrils at low salt
concentration [1]. It may be argued that the salt concentration influences the effective
stiffness of a coarse-grained description of biopolymers. Therefore, we investigated the
role of stiffness on the structural motifs of polymer aggregation, leading from amorph-
ous aggregates for rather flexible polymers to polymer bundles for stiffer polymers [2].
Employing parallel multicanonical simulations [3], we were able to map out generic
T-κ structural phase diagrams describing an entire class of coarse-grained semiflexible
polymers. In Fig. 10.4 we present such a diagram for 8 polymers of length N = 13,
including both amorphous aggregates and polymer bundles well described by an end-
to-end correlation parameter CR ≈ 1/3 and CR ≈ 1, respectively. Low-temperature
conformations even include twisted bundles known also from biopolymer networks.

The numerical data was generated on the supercomputer JUROPA at Jülich Super-
computing Centre (JSC).

[1] Y. Yoshimura et al.: Proc. Natl. Acad. Sci. U. S. A. 109, 14446 (2012)
[2] J. Zierenberg, W. Janke: Europhys. Lett. 109, 28002 (2015)
[3] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)

10.5 Polymer knots as topological order parameter

M. Marenz, W. Janke
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51 819

Figure 10.5: Sketch of the phase diagram for a semiflexible bead-stick model exhibiting several
phases: E – elongated, R – rod-like, G – globular, F – frozen, K – knotted, B – bent. Next to the
phase diagram two typical knots of types 51 and 819 for a 28mer are shown.

To investigate the generic behaviour of polymers and proteins with computer simu-
lations, it is common to use minimalistic, coarse-grained models since this is the only
possibility to investigate large time scales, length scales or parameter ranges. In this
study we used a bead-stick model for a semiflexible polymer defined by the Hamilto-
nian

H = ELJ + κEBend = 4
N−2
∑

i=1

N
∑

j=i+2
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r12

i j

−
1
r6

i j















+ κ
∑

i

(1 − cosθi) , (10.4)

where ri j is the distance between non-adjacent monomers, and θi is the angle of two
adjacent bonds. The parameter κ allows to vary the bending stiffness of the polymer
from flexible over semiflexible to stiff.

To simulate the system in the complete (T, κ)-plane we used two advanced Monte
Carlo algorithms. A parallel multicanonical algorithm [1] combined with a one-di-
mensional replica exchange in the κ direction and a two-dimensional replica-exchange
method, which simulates the system in parallel in the T and κ direction. Employing
both algorithms, we calculated surface plots of various observables (energy, end-to-
end distance, radius of gyration, eigenvalues of gyration tensor) to construct the full
pseudo-phase diagram for several polymer lengths (N = 14, 28, 42) [2, 3].

Despite the simplicity of the model, the phase diagram sketched in Fig. 10.5 is re-
markably rich. Compared to former work simulating similar coarse-grained models
[4], we observed a novel type of phases labeled by “K”, which are characterized by
thermodynamically stable knots [5], which may be considered as topological order
parameters. The transitions into these knot phases exhibit some intriguing characterist-
ics. Although we observed clear signals of a first-order transition between the knotted
and unknotted phases, the transition apparently shows no latent heat [2, 3]. Instead the
two sub-energies, the Lennard-Jones energy and the bending energy, are transformed
into each other while the polymer knots itself, see Fig. 10.6.

[1] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)
[2] M. Marenz, W. Janke: Phys. Rev. Lett. 116, 128301 (2016)
[3] M. Marenz, W. Janke: Stable knots in the phase diagram of semiflexible polymers:

A topological order parameter? , to appear in Computer Simulation Studies in
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Figure 10.6: Two-dimensional energy histogram p(ELJ,EBend) of a 28mer at the transition into
the knot phase signaling clear phase coexistence. The inset shows the one-dimensional energy
histogram p(E) of the total energy E = ELJ+κEBend, which corresponds to a projection along the
diagonal of the two-dimensional histogram. In this projection, the two peaks fall on top of each
other, so only a single peak is visible in p(E).

Condensed-Matter Physics XXIX , eds. D.P. Landau, H.-B. Schüttler, S. Lewis, M.
Bachmann, J. Phys.: Conf. Ser. (2016), in print

[4] D.T. Seaton et al.: Phys. Rev. Lett. 110, 028103 (2013)
[5] L.H. Kauffman: Knots and Physics , 2nd ed. (World Scientific, Singapore, 1991)

10.6 Polymer adsorption to a nano-sphere

H. Arkın∗, W. Janke
∗Department of Physics Engineering, Faculty of Engineering, Ankara University, Tandogan,

06100 Ankara, Turkey

The interaction of macromolecules with differently shaped substrates is particularly
important for interdisciplinary research and nano-technological applications including,
e.g., the fabrication of biosensors and peptide adhesion to metals or semiconductors.
The knowledge of structure formation for a variety of interfaces has therefore been a
challenging subject of numerous experimental and computational studies.

Recently we have investigated the purely steric confinement effect of a spherical cage
enclosing a simple flexible polymer chain to determine its influence on the location of
the collapse and freezing transitions [1]. Another hybrid system under consideration
was a polymer chain inside an attractive spherical cage for which we have constructed
the finite-temperature phase diagram depending on the attraction strength of the sphere
inner wall and the temperature [2, 3] and investigated the ground-state properties [4].
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(a) (b)

Figure 10.7: The phase diagram of a homopolymer interacting with an attractive spherical
surface of radius Rs for (a) a non-grafted and (b) an end-grafted 20mer.

We have also compared the results with the attractive flat surface [5, 6]. These systems
exhibit a rich phase behaviour ranging from highly ordered, compact to extended,
random coil structures.

Here, we consider the opposite situation: A nano-sphere whose attractive outer
spherical surface is the target for the adsorbing polymer. This problem could have
practical implications for a broad variety of applications ranging from protein-ligand
binding, designing smart sensors to molecular pattern recognition and for the discov-
ery of new drugs that bind to specific receptors. Therefore it is interesting to study
the adsorption of macromolecules on different types of substrates and identify the
conformational changes that a polymer can experience at the interface.

In this project we investigate a simple coarse-grained polymer model interacting
with a spherical surface of varying radius (and consequently curvature) by means of
extensive generalized-ensemble Monte Carlo computer simulations [7]. The employed
multicanonical method enables us to describe the different phases of the finite chain
over a wide range of sphere radius and temperature. In a comparative study, we
determined how the structural phase diagram changes with the sphere radius and
temperature, both for non-grafted and end-grafted polymer chains. The band widths
of the boundaries separating the individual conformational phases in Fig. 10.7 indicate
the variation of the peak locations of temperature derivatives of different structural
observables which we have analyzed simultaneously [7]. Typical conformation for the
case of a non-grafted polymer are shown in Fig. 10.8.

[1] M. Marenz et al.: Condens. Matter Phys. 15, 43008 (2012)
[2] H. Arkın, W. Janke: Phys. Rev. E 85, 051802 (2012)
[3] H. Arkın, W. Janke: J. Chem. Phys. 138, 054904 (2013)
[4] H. Arkın, W. Janke: J. Phys. Chem. B 116, 10379 (2012)
[5] M. Möddel et al.: J. Phys. Chem. B 113, 3314 (2009); Phys. Chem. Chem. Phys. 12,

11548 (2010); Macromolecules 44, 9013 (2011)



242 INSTITUTE FOR THEORETICAL PHYSICS

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 10.8: Typical conformations for the regions (a) desorbed1, (b) desorbed2, (c) adsorbed,
(d) adsorbed globule, (e) globule, (f) compact, (g) two layer, and (h) monolayer in the phase
diagram of a non-grafted polymer.

[6] H. Arkın, W. Janke: Eur. Phys. J. – Special Topics 216, 181 (2013)
[7] H. Arkın, W. Janke: Polymer adsorption on curved surfaces , Ankara/Leipzig pre-

print arXiv:1512.06990 [cond-mat.soft] (2015), submitted

10.7 Comparative simulations of poly(3-hexylthiophene)

models

J. Gross, M. Ivanov, W. Janke

Regioregular Poly(3-hexylthiophene) (P3HT) is a very interesting conjugated polymer
due to its electronic and optical properties [1]. One of its applications is the use as semi-
conducting layer in organic photovoltaics [2–4]. Studies of P3HT on the microscopic
level are of great importance for a fundamental understanding of the tuneability of
electronic properties and their dependence on external constraints, e.g. the adsorption
on electrode surfaces. Hence a number of experimental studies addressed for example
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Figure 10.9: Hairpin conformations of Poly(3-hexylthiophene) for a degree of polymerization
DPn = 20 in three different models. (Left) One-particle coarse-grained model (one bead per
monomer), (middle) three-particle coarse-grained model, and fully atomistic model (right).

the influence of structure formation by polymer self-assembly on ideal surfaces on
the electronic properties of oligo- and polythiophenes [5]. Due to the complexity of
these macromolecules many of the experimental findings have not been supported
with simulations so far, which in contrast is well-established for studies of small or-
ganic molecules. Our pervious study [6] reported on an collaborative effort within the
DFG SFB/TRR 102 project to combine the experimental observation of polymer chain
conformations adsorbed on a metal surface with Monte Carlo simulations of a coarse-
grained P3HT model developed by Huang et al. [7]. Based on our previous work on
a three beads per monomer coarse-grained model, we expanded our studies in two
directions. We focused our interest on the polymer itself and, firstly, investigated an
even coarser model with one bead per monomer [8] using Monte Carlo simulations.
Secondly, we simulated a fully atomistic representation of P3HT using molecular dy-
namics. We pursue these two routes to gauge the level of detail that is necessary to
reproduce experimental findings more accurately. Another interest is the development
of our own simplified model by systematically performing the coarse-grain procedure
ourselves. For this we looked at the iterative Boltzmann inversion method [9]. The
comparative analysis of all three models regarding structural observables, but also
computational effort are discussed in Ref. [10].

[1] X. Bai, S. Holdcroft: Macromolecules 26, 4457 (1993); Z. Bao et al.: Appl. Phys. Lett.
69, 4108 (1996); M.R. Andersson et al.: J. Mater. Chem. 9, 1933 (1999);
B.W. Boudouris et al.: Macromolecules 44, 6653 (2011)

[2] J.M. Frost et al.: Nano Letters 6, 1674 (2006)
[3] M. Campoy-Quiles et al.: Nat. Mater. 7, 158 (2008)
[4] A.M. Ballantyne et al.: Adv. Funct. Mater. 18, 2373 (2008)
[5] Z.Y. Yang et al.: ACS Nano 2, 743 (2008); Y.F. Liu et al.: Nanoscale 5, 7936 (2013)
[6] S. Förster et al.: J. Chem. Phys. 141, 164701 (2014)
[7] D.M. Huang et al.: J. Chem. Theory Comput. 6, 526 (2010)
[8] C.K. Lee et al.: Energy Environ. Sci. 4, 4124 (2011)
[9] D. Reith et al.: J. Comput. Phys. 24, 1624 (2003); Macromolecules 36, 5406 (2003)

[10] J. Gross et al.: Comparing atomistic and coarse-grained simulations of P3HT , to
appear in J. Phys.: Conf. Ser. (2016), in print
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10.8 Kinetics of cluster formation and growth during coll-

pase of a polymer

S. Majumder, W. Janke

Figure 10.10: (a) Time evolution showing the sequence of events occurring during the collapse
of a polymer upon being quenched from an expanded state (at high temperature) into the
globular phase (at low temperatures). (b) Probability of formation of clusters at a site i along the
polymer chain during the nucleation stage of the collapse. (c) Finite-size scaling plots showing
the collapse of data for different chain lengths confirming the linear growth of the average
cluster size [1].

A polymer undergoes a collapse transition when it is quenched from a high-temperature
expanded coil state (or in good solvent) to a low-temperature compact globule (in
poor solvent). Understanding the kinetics of the collapse of a polymer is an important
physical problem considering its potential connections to many biological phenomena
such as protein folding. A polymer collapses via nucleation, growth and subsequent
coarsening or coalescence of clusters of monomers to form a single compact globule [2],
as shown in Fig. 10.10(a). During the coarsening stage the average cluster size (average
number of monomers within a cluster), Cs(t), is expected to follow a power law. In
spite of the fact that the relaxation dynamics during the collapse has been studied
in previous works [2], there exist no simulation studies which quantify the growth
exponent unambiguously.

In this work we have addressed this issue by state-of-the-art Monte Carlo simula-
tions of a model polymer with the aim to understand the kinetics of cluster formation
and growth exponent related to the coarsening stage of the collapse. In Fig. 10.10(b) we
show the probability of nucleation of clusters at a site i during the first stage of the coll-
pase [3]. By drawing analogy with standard coarsening systems we analyze our results
via the application of finite-size scaling technique in the nonequilibrium context [4].
Figure 10.10(c) shows such a scaling plot where in contradiction to previous theoretical
and simulation results [5], the decay of the master curve shows a linear growth of the
average cluster size, as known from the Lifshitz-Slyozov mechanism of cluster growth.

[1] S. Majumder, W. Janke: Europhys. Lett. 110, 58001 (2015)
[2] A. Halperin, P. Goldbart: Phys. Rev. E 61, 565 (2000)
[3] S. Majumder et al.: In preparation
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[4] S. Majumder, S.K. Das: Phys. Rev. E 81, 050102(R) (2010); Phys. Rev. E 84, 021110
(2011)

[5] Yu.A. Kuznetsov et al.: J. Chem. Phys. 103, 4807 (1995); J. Chem. Phys. 104, 3338
(1996)

10.9 Aging and related scaling during collapse of a poly-

mer

S. Majumder, W. Janke

Aging, a phenomenon characterized by faster relaxation of younger systems than older
ones is quite popular for systems with slow dynamics, e.g., glasses (both spin glass
and structural glass), and especially for ordering kinetics or coarsening the theoretical
understanding is richly developed [1, 2]. On the other hand, in spite of phenomeno-
logical similarities with standard coarsening systems there have been only few efforts
to explore this aging during the collapse of a polymer chain when it is quenched from
its extended state in a good solvent (above the collapse transition temperature) to the
globular phase in a poor solvent (below the collapse transition temperature). This mo-
tivates us to look into aging during the collapse of a polymer seeking the presence of
any dynamical scaling.

Aging is probed by multiple time quantities, e.g., the two-time autocorrelation of a
microscopic variable (Oi) as

C(t, tw) = 〈Oi(t)Oi(tw)〉 − 〈Oi(t)〉〈Oi(tw)〉, (10.5)

where t and tw (≪ t) are the observation and waiting times, respectively. Slower decay of
C(t, tw) with an increase of tw is the signature of aging phenomena. For a nonequilibrium
process, Oi(t) is generally a quantity reflecting the time evolution of the system and
here we judicially choose this parameter to be ±1 depending on whether the monomer
is inside (+1) or outside (−1) a cluster formed during the collapse, thus constructing an
analogue to the ususal density-density autocorrelation used in glassy systems or the
order-parameter autocorrelation used in coarsening kinetics. In Fig. 10.11(a) we show
plots of such autocorrelations which decay slower as the age of the system increases,
the signature of aging. In the inset we show the scaling of the autocorrelation as a
function of t/tw [3]. Our data not only shows scaling with respect to t/tw but also with
respect to the ratio of cluster size Cs(t)/Cs(tw) as

C(t, tw) ∼ [Cs(t)/Cs(tw)]−λc (10.6)

For the exponent λc governing the decay, we provide a simple scaling argument to
predict a bound (10.7)

(νd − 1) ≤ λc ≤ 2(νd − 1) (10.7)

in relation to the universal Flory exponent ν. Numerical estimate of λc via finite-size
scaling analysis gives λc = 1.25(5) which obeys the predicted bound. In Fig. ?? we show
scaling plots of the autocorrelation as a function of Cs (t)/Cs(tw) for different temperatures
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Figure 10.11: (a) Plot of the autocorrelation function C(t, tw) of a polymer with N = 724 for three
different values of tw at T = 1. The inset shows the scaling with respect to t/tw. (b) Scaling plot
of C(t, tw) as a function of Cs(t)/Cs(tw) for collapse at three different temperatures as indicated
in the legend.

[4]. The consistency of our data with the power-law decay having an exponent −1.25
obeying the bound (10.7) confirms that the observed dynamical scaling is independent
of temperature.

[1] M. Zannetti: Aging in domain growth , in Kinetics of Phase Transitions , eds. S.
Puri, V. Wadhawan (CRC Press, Boca Raton, 2009), p. 153

[2] M. Henkel, M. Pleimling: Non-Equilibrium Phase Transitions, Vol 2: Ageing and
Dynamical Scaling far from Equilibrium (Springer, Heidelberg, 2010)

[3] S. Majumder, W. Janke: Phys. Rev. E 93, 032506 (2016)
[4] S. Majumder, W. Janke: Aging and related scaling during the collapse of a poly-

mer , to appear in Computer Simulation Studies in Condensed-Matter Physics
XXIX , eds. D.P. Landau, H.-B. Schüttler, S. Lewis, M. Bachmann, J. Phys.: Conf.
Ser. (2016), in print

10.10 Periodically driven DNA: A comparative study of

Langevin and Brownian dynamics

R. Kumar, S. Kumar∗, W. Janke
∗Department of Physics, Banaras Hindu University, Varanasi 221 005, India

DNA replication is one of the most important biological processes in living organisms.
Under the influence of special enzymes, two strands of the DNA double helix can
separate themselves like a zip. The first step in the process of DNA replication is to
unzip the double-helix structure of the DNA molecule. Therefore, it is very important to
study the unzipping of DNA. There has been some experimental studies at a constant
force or loading rate used in SMFS experiments to unzip the DNA in vitro. In these
experiments one end of the DNA was fixed and a constant force was applied on its
other end. However, such processes are driven by different types of molecular motors
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Figure 10.12: Schematic representations of DNA: (a) zipped, (b) partially zipped, and (c) un-
zipped state. One end is kept fixed (indicated by a solid circle), while the other end may move.
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Figure 10.13: Effect of temperature on the area of the hysteresis loop for the model with para-
meters L = 32, F = 1.0, and γ = 0.4 for (a) Aloop vs. ν, (b) area vs. ν−1 in the higher frequency
regime, and (c) area vs. ν0.5 in the lower frequency regime. Here the x-axis is rescaled in order
to show the data collapse for all temperatures.

in vivo [1]. Hence, the picture provided by constant force unzipping is not complete. In
some recent theoretical studies it was suggested [2–5] that the application of a periodic
force shows a force-driven transition in contrast to the case of a steady force.

This model was further simplified in [6, 7] by reducing the degrees of freedom
and studying the overdamped limit using Brownian dynamics. This simplified model
was investigated only at zero temperature. Therefore, it became crucial to further
investigate how the temperature effects the dynamics of such system using the detailed
model described in [2]. Emphasis was placed on the effect of different temperatures on
the scaling properties. Moreover, we compared results of the Langevin dynamics for
the detailed model and Brownian dynamics for the simplified model. We observed that
the temperature and over-damped limit does not effect the scaling exponents. Hence,
the model proposed by us is good enough to study the scaling properties and provides
a possibility of analytic studies within certain limits.

[1] B. Alberts et al.: Molecular Biology of the Cell (Garland Publishing, New York,
1994)

[2] S. Kumar, M. S. Li: Phys. Rep. 486, 1 (2010)
[3] S. Kumar, G. Mishra: Phys. Rev. Lett. 110, 258102 (2013)
[4] G. Mishra et al.: Phys. Rev. E 87, 022718 (2013)
[5] R.K. Mishra et al.: J. Chem. Phys. 138, 244905 (2013)
[6] S. Kumar et al.: Phys. Rev. E 93, 010402(R) (2016)
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10.11 Computer simulations of semiflexible polymers

J. Bock, W. Janke
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Figure 10.14: (a) Histogram used for the guiding field in 3D and (b) an examplary configuration
of a polymer with N = 30 and ξ = 1.

Single-molecule experiments have established the wormlike chain (WLC) as a standard
model for semiflexible polymers [1]. Exploiting the analogy of the WLC with a one-
dimensional Heisenberg ferromagnet, it can be shown that the equilibrium tangent-
tangent correlation function decays exponentially. The decay rate defines the thermal
persistence length lp. When the same polymer is embedded in a quenched, disordered
environment in three dimensions, this property may change quantitatively or even qual-
itatively. We addressed this problem by performing extensive numerical simulations of
semiflexible polymers in a simple lattice disorder and in a gaseous disorder construc-
ted by microcanonical Lennard-Jones gas simulation which represents the disordered
environment. Further plans are to simulate the polymers in algebraically correlated
disorder. Only the space between the spheres is accessible to the polymer. The extreme
strength and density of the environmental constraints are a great challenge to conven-
tional Monte Carlo simulation schemes, which we found hard to overcome even with
a sophisticated multicanonical histogram reweighting procedure [2]. We have there-
fore adopted a breadth-first chain-growth algorithm [3] that resolves this difficulty by
circumventing energy barriers instead of trying to cross them [2, 4], see examples in
Fig. 10.14. Therefore the already existing procedures were expanded to the third dimen-
sion to investigate the behaviour of the tangent-tangent correlation length, the mean
square end-to-end distance and the end-to-end probability distribution function, see
Fig. 10.15. A difference in behaviour is clear and the task now is to check wether the
differences scale similarly as in two dimensions, where the disorder renormalization is
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Figure 10.15: End-to-end distance distributions for (a) free polymers and (b) polymers in gaseous
disorder, both in 3D.

stated to be [5]:

1
l∗p
=

1
lp
+

1
lD
p

,

with l∗p the renormalized persistence length, lp the persistence length given as simulation
parameter and lD

p the measured disorder persistence length.

[1] O. Otto et al.: Nature Comm. 4, 1780 (2013)
[2] S. Schöbl et al.: Phys. Rev. E 84, 051805 (2011)
[3] T. Garel, H. Orland: J. Phys. A: Math. Gen. 23, L621 (1999)
[4] S. Schöbl et al.: J. Phys. A: Math. Theor. 45, 475002 (2012)
[5] S. Schöbl et al.: Phys. Rev. Lett. 113, 238302 (2014)

10.12 Low-temperature behaviour of polymers in fractal

disorder

N. Fricke, W. Janke

The asymptotic scaling behaviour of flexible polymers with short-range interactions
is well described by the model of discrete self-avoiding walks with nearest-neighbor
attractions, see [1]. For these so-called self-attracting self-avoiding walks (SASAWs),
the canonical average of an observable such as the squared end-to-end distance,

〈

R2〉,
is given by

〈R2〉T =

∑

ω R2
ωe−mωǫ/(kBT)

∑

ω e−mωǫ/(kBT)
, (10.8)

where the sums go over all possible chain conformations ω, mω is the number of neigh-
boring monomer pairs, ǫ gives the strength of attraction (set to ǫ = kB for convenience),
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Figure 10.16: Quenched averages of the mean-squared end-to-and distances vs. number of steps
for self-attracting self-avoiding walks on critical percolation clusters at different temperatures.
Each data point was obtained by averaging over all walk conformations on 104 randomly
generated clusters.

and T denotes the temperature. On regular lattices, this system undergoes a phase
transition from an entropy-dominated coiled phase to an energy-dominated globular
phase when the temperature is lowered. This so-called Θ-transition manifests itself
through a change of the exponent describing the scaling of the average end-to-end
distance with the number of steps,

〈

R2〉 ∼ N2νT : above the transition temperature the
value of νT is the same as for non-interacting self-avoiding walks, while below it is
given by the inverse of the system’s dimension.

We investigated SASAWs in the presence of fractal disorder. Specifically, we looked
at the quenched averages on critical percolation clusters for square and cubic lattices.
This has been considered in several previous studies where evidence for aΘ-transition
had been reported [2, 3]. However, these works had relied on numerical methods
that only allowed for rather small systems, so that the conclusiveness of the results
was limited. We could study the system in much greater detail thanks to a new exact
enumeration technique [4, 5], which makes use of the system’s fractal geometry and can
thus easily handle walks of several thousand steps. This revealed that the asymptotic
scaling behaviour of SASAWs on critical percolation clusters is actually independent
of the temperature as can be seen in Fig. 10.16 where the quenched averages of

〈

R2〉 for
SASAWs at different temperatures are plotted against the number of steps N. Indeed,
our estimates for the exponents νT all agree within the errors of the fits. This unusual
absence of a temperature-driven collapse transition might be explained by the fact that
–unlike for the undiluted system– energy and entropy do not compete: At both high
and low temperatures, the average on a critical percolation cluster is dominated by a
few highly interconnected cluster regions, which are entropically favorable while at the
same time allowing for most nearest-neighbor contacts.

[1] B. Duplantier, H. Saleur: Phys. Rev. Lett. 59, 539 (1987)
[2] B. Barat, B.K. Chakrabarti: Phys. Rep. 258, 377 (1995)
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10.13 Dynamical greedy algorithm for the Edwards-

Anderson model

S. Schnabel, W. Janke

One of the most intuitive and natural approaches to optimization problems is real-
ized by the so-called greedy algorithms. These methods create trajectories in the space
of possible solution by always choosing the next step such that the energy is maximally
reduced (or a fitness function maximally increased). Naturally, this will usually not
find the global optimum, just as starting at a random spot and always walking uphill
will usually not lead a wanderer to the summit of Mt. Everest. Therefore, in practice
many attempts with randomly created starting points are made and if the problem is
not too difficult the global optimum may be found this way.

On the other hand, there is practically no chance of success if the energy landscape
is as complicated and possesses as many local minima as in the case of the Edwards-
Anderson spin-glass model [1], whose Hamiltonian is given by

H =
∑

〈i j〉

Ji jSiS j,

where the spins can take two values Si ∈ {−1, 1} and adjacent spins interact via normally
distributed random couplings Ji j. If such a model on a three-dimensional cubic lattice
of 1000 spins is considered, about 1030 attempts were necessary in order to find the
ground state this way.

However, the greedy algorithm can still be a very helpful tool, since it is a compar-
atively simple and reliable method to reach states of low energy. We devised a method
to efficiently update the greedy algorithm, i.e., to reuse the data created during a min-
imization from a configuration S to the configuration Smin to obtain the result S′min

of the minimization from a configuration S′ which differs from S only in the values
of one or very few spins. If furthermore, both, the terminal configuration, delivered
by the greedy algorithm, and its energy are understood as attributes of the starting
configuration, it is possible to use the energy of the minimized configurations Smin,t to
steer a path in the space of starting configurations St.

A simple application is to apply the greedy algorithm again: It is tested which
alteration (e.g which single spin flip) of the starting configuration will reduce the
energy of the minimized configuration by the largest amount and this locally optimal
step is performed. Repeating this simple procedure as long as viable as a “second order
greedy algorithm” will lead to much lower energies albeit not the ground state.

Alternatively, the energy of the minimized configuration can be used as argument
for the occupation probability for a generalized ensemble [2]:

P(S) = P(Smin),
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which can then be sampled using Monte Carlo techniques. All states in the same
“valley” in the energy landscape, i.e., all configuration which minimize to the same
local energy minimum, now occur with the same probability and the barriers of high
energy which greatly hamper standard Monte Carlo simulations simply vanish. In
consequence, the configuration space is sampled much more easily and the performance
of ground-state search is greatly improved.

[1] S.F. Edwards, P.W. Anderson: J. Phys. F 5, 965 (1975)
[2] D.J. Wales: J. Phys. Chem. A 101, 5111 (1997)

10.14 Spin glasses with variable frustration

R. Kumar, M. Weigel∗, W. Janke
∗Applied Mathematics Research Centre, Coventry University, Coventry, England, UK
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Figure 10.17: Correlation length as a function of temperature for (a) stochastic frustrated system,
(b) a system with 46% frustration, and (c) a system with 20% frustration.

Together with randomness, frustration is believed to be a crucial prerequisite for the
occurrence of glassy behaviour in spin systems. The degree of frustration is normally the
result of a chosen distribution of exchange couplings in combination with the structure
of the lattice under consideration. Here, however, we discuss a process for tuning
the frustration content of the Edwards-Anderson model on arbitrary lattices. With the
help of extensive parallel-tempering Monte Carlo simulations we study such systems
on the square lattice and compare the outcomes to the predictions of a recent study
employing the Migdal-Kadanoff real-space renormalization procedure [1]. We use a
cluster algorithm proposed in [2] in order to reduce the equilibration time. The phase
transition studies are done by looking at the divergence of the correlation length, see
Fig. 10.17. The results are benchmarked by comparing to the stochastic case described
in [3].

We find that the divergence of the correlation length occurs at non-zero finite tem-
perature for the 2D Ising spin glass. This gives hints of a phase transition, but such
transitions have to be studied carefully in order to fully understand the phases [4].

[1] E. Ilker, A.N. Berker: Phys. Rev. E 89, 042139 (2014)
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10.15 Equilibrium properties of the plaquette model

M. Müller, W. Janke, D.A. Johnston∗

∗Department of Mathematics and the Maxwell Institute for Mathematical Sciences,

Heriot-Watt University, Edinburgh, UK

A family of Hamiltonians, called gonihedric Ising model, originates from high-
energy physics as a possible discretization of the area swept out by a string worldsheet
moving through spacetime. The name comprises the greek words gonia (angle) and
hedra (face) as a reminder of the origin, see [1] for a review.

The plaquette model is a special case of this gonihedric Ising model which looks
unobtrusive,

H =
∑

[i, j,k,l]
σi σ j σk σl , (10.9)

but features very interesting properties. The first-order phase transition apparent in
the system [2] is a very strong one and thus canonical simulations get easily trapped
in one of the phases, potentially spoiling estimators for the transition temperature and
latent heat. In addition, we found that the finite-size scaling behaviour for this model
is changed due to the exponential degeneracy in the low-temperature phase [3]. Taking
that into account, we found an overall consistent inverse transition temperature of the
infinite system β = 0.551 334(8) that incorporates estimators from both periodic and
fixed boundary simulations as well as an estimator coming from a dual representation
of the model [4, 5]. The puzzling effect of obtaining different latent heats for different
boundary conditions could be traced back to extraordinary huge boundary effects [6].

To gain a deeper understanding of the properties of the transition, we investigated a
recent suggestion in [7, 8] for a candidate order parameter coming from an anisotropic
limit of the model. Indeed, we found that this planar order parameter is well suited to
distinguish between the different phases [9]. Also, this parameter is subject to the non-
standard finite-size effects, as depicted in Fig. 10.18(b). We also showed that the order
parameter like behaviour of the susceptibility seen earlier in Metropolis simulations
was an artefact of the algorithm failing to explore the phase space of the macroscopic de-
generate low-temperature phase. Our multicanonical simulations were able to alleviate
this to some extent, but we suggest to incorporate non-local plane-flips into simulations
to improve ergodicity properties and measurements of (standard) magnetic properties.

With our multicanonical simulations combined with the nonstandard finite-size
scaling, the equilibrium properties of both energetic and magnetic quantities of the 3D
plaquette gonihedric Ising model are now under good numerical control and the order
parameter has been clearly identified. The non-equilibrium properties, in particular
earlier suggestions that the model might serve as a generic example of glassy behaviour,
even in the absence of quenched disorder, still pose open questions.
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Figure 10.18: (a) Conducting 106 random plane-flips in three configurations that are fixed in
the different phases reveals the symmetry of the magnetic probability density. The ensemble
average of the magnetization is equal to zero for both phases. (b) One of the planar order-
parameters as a function of inverse temperature, showing a sharp jump at the phase transition
point.
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10.16 Boundary conditions and non-local constraints in

plaquette models

M. Müller, W. Janke, D.A. Johnston∗

∗Department of Mathematics and the Maxwell Institute for Mathematical Sciences,

Heriot-Watt University, Edinburgh, UK

An anisotropic limit of the 3D plaquette Ising model, in which the plaquette coup-
lings in one direction were set to zero, was solved for free boundary conditions by
Suzuki [1], who later dubbed it the fuki-nuke, or “no-ceiling”, model. Defining new
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Figure 10.19: (a) Graphical dimer-representation of one term that contributes to the partition
function in the 2D plaquette models. (b) Using exact enumerations to get the number of states
1(E) with given energy E, we ensure that no trivial errors enter the calculation of the partition
function in the product-spin representation that leads to non-local constraints.

spin variables as the product of nearest-neighbour spins transforms the Hamiltonian
into that of a stack of (standard) 2D Ising models and reveals the planar nature of the
magnetic order, which is also present in the fully isotropic 3D plaquette model [2].
More recently, the solution of the fuki-nuke model was discussed for periodic bound-
ary conditions applied to the spin lattice, which require a slightly different approach to
defining the product spin transformation, by Castelnovo et al. [3].

We find that the essential features of the differences between free and periodic
boundary conditions when using a product spin transformation are already present
in the 1D Ising model [4], which thus provides an illuminating test case for its use
in solving plaquette spin models and an alternative method for solving the 1D Ising
model with periodic boundary conditions.

We clarify the exact relation between partition functions expressed in terms of the
original and product spin variables for the 1D Ising model, 2D plaquette and 3D fuki-
nuke models with free and periodic boundary conditions. Representing graphically the
combinatorial factors that contribute to the partition function, we are able to solve the
2D plaquette model with free, periodic and helical boundary conditions and various
combination of these in x- and y-directions, see Fig. 10.19. The various exactly solved
examples illustrate how correlations can be induced in finite systems as a consequence
of the choice of boundary conditions.

The similarities between the 2D plaquette model with periodic boundaries, when
expressed in terms of the product spin variables and a “ladder” of interaction-free 1D
Ising models that are coupled by non-local constraints is subject to further studies and
might give even deeper (pedagogical) insight into the interplay between boundary
conditions and non-local constraints that directly influence correlations between spins.

[1] M. Suzuki: Phys. Rev. Lett. 28, 507 (1972)
[2] M. Mueller et al.: Nucl. Phys. B 894, 1 (2015); D.A. Johnston et al.: Mod. Phys. Lett.

B 29, 1550109 (2015)
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10.17 First-order directional ordering transition in the three-

dimensional compass model

M.H. Gerlach∗, W. Janke
∗Institut für Theoretische Physik, Universität zu Köln, Germany

(a) PBC (b) SBC

Figure 10.20: Sketch of (a) periodic (PBC) and (b) screw-periodic boundary conditions (SBC)
along the x-axis of a two-dimensional lattice. In the SBC picture the link between the lower
right and the upper left corner is not shown. Equivalent boundary conditions are applied to the
y-direction. Here a screw parameter of S = 1 is used.

Both the classical and the quantum version of the compass model have recently attrac-
ted much interest in the literature. The resaon is its connection to interesting quantum
phenomena ranging from orbital order in transition metal compounds to topologic-
ally protected qbits [1–3]. In three dimensions the classical model is defined by the
Hamiltonian

H = J

N
∑

i=1

(

σx
i σ

x
i+ex
+ σ

y

i
σ

y

i+ey
+ σz

iσ
z
i+ez

)

, (10.10)

where σ = (σx, σy, σz) are three-dimensional unit spin vectors, ex, ey, and ez are unit
vectors in x, y, and z direction, and J is a coupling constant. Although simple looking
at first sight, surprisingly little is known about this model in three dimensions. Most
studies so far focused on the two-dimensional analogue which still turned out to be
rather hard to study numerically. It was shown to possess rich physics ranging from
highly degenerate ground states to quantum phase transitions to an exciting thermal
phase transition [4, 5].
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Figure 10.21: Histograms of the directional order parameter D in the three-dimensional compass
model with screw-periodic boundary conditions for various lattice sizes L.

In recent analyses of high-temperature series expansions of the three-dimensional
quantum model (where the classical spins are replaced by Pauli matrices) it was claimed
that this model does not exhibit a phase transition at any finite temperature [6]. This
motivated us to consider first the three-dimensional classical model and to investigate
whether this model exhibits a phase transition [7]. To this end we employed state-
of-the-art Monte Carlo computer simulations using Metropolis, cluster, and parallel
tempering (PT) techniques. From our previous studies in two dimensions [5] we knew
that employing so-called screw-periodic boundary conditions [8] sketched in Fig. 10.20
considerably improves the finite-size scaling behaviour of this model. As a result we
obtained convincing numerical evidence for a phase transition of first-order at the
temperature T0 = 0.098328 ± 0.000003. This value is in good agreement with a brief
remark in Ref. [9]. The nature of the phase transition can be read off from the histograms
of the directional order parameter D of the model in Fig. 10.21 which exhibit for large
lattice sizes L a characteristic double-peak structure. Note the nonmonotonic behaviour
as function of lattice size: Initially, the double peak becomes less pronounced until
L ≈ 28−32, and only from then on it becomes more pronounced with further increasing
L. By analyzing the ratio of peak maximum to peak minimum, we arrive at a definitely
nonzero, albeit small value for associated interface tension, σod ≈ 3 × 10−4.

[1] K.I. Kugel, D.I. Khomskii: Sov. Phys. Usp. 25, 231 (1982)
[2] B. Douçot et al.: Phys. Rev. B 71, 024505 (2005)
[3] A. Kitaev: Ann. Phys. 321, 2 (2006)
[4] S. Wenzel, W. Janke: Phys. Rev. B 78, 064402 (2008); see also “Publisher’s Note” in

Phys. Rev. B 78, 099902(E) (2008) [Fig. 1 selected for Phys. Rev. B “Kaleidoscope”
August 2008]
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[6] J. Oitmaa, C.J. Hamer: Phys. Rev. B 83, 094437 (2011)
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10.18 Transition barriers in the three-dimensional Blume-

Capel model
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Figure 10.22: Finite-size scaling of the transition barrier in the 3D Blume-Capel model at fixed
temperature under variation of the crystal field for (a) T = 0.9, (b) T = 1.0, and (c) T = 1.4182
(close to the tricritical point).

The Blume-Capel model [1, 2] is a perfect test-model for studies of phase transitions. We
consider this spin-one Ising model in a crystal field on a cubic lattice in three dimension
(3D), described by the Hamiltonian

H = −J
∑

〈i j〉

σiσ j + ∆
∑

i

σ2
i = EJ + ∆E∆ . (10.11)

Using a multicanonical based approach, we study the first- and second-order phase
transitions at fixed temperature along the crystal field axis [3]. This allows us to directly
estimate the barrier associated with the suppression of states during a first-order phase
transition as

B =
1

2β∆
ln
(

Pmax

Pmin

)

eqh
, (10.12)

where Pmax and Pmin are the maximum and the local minimum of the distribution P(E∆),
respectively. The resulting barrier connects a spin-0 dominated regime (E∆ small) and
a spin-±1 dominated regime (E∆ large), which may be associated with condensation
and strip formation of spin-0 clusters and thus shows analogies to Ising (lattice gas)
droplet/strip transitions [4, 5]. Consequently, we expect a scaling behaviour in three
dimensions as B/L2 = σ + c1/L

2 + O
(

1/L4
)

, see Fig. 10.22. A higher-order fit yields
σ3 = 0.0774(1) and σ2 = 0.0540(2) for T3 = 0.9 and T2 = 1.0, respectively. In the vicinity
of the tricritial point [6], at Tt = 1.4182, the extrapolation yields σ ≈ 0, indicating as
expected that the interface tension vanishes in the thermodynamic limit.
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10.19 Boundary drive induced phase transitions in

stochastic transport condensation models

H. Nagel, H. Christiansen, W. Janke

Stochastic mass transport processes such as the asymmetric simple exclusion process
(ASEP) or the zero-range process (ZRP) are simple transport models for particle hop-
ping aiming to improve the understanding of basic phenomena in the dynamics of
particles in driven diffusive systems. An important class of such phenomena that can
be studied and understood on an abstract level is the emergence of generic condens-
ates. In this project we considered such a transport processes under driven particle
exchange through open boundaries and systematically studied the emerging phase
diagrams. While boundary drive induced phase transitions are known since long for
the ASEP, the research for the ZRP with condensation dynamics is more recent [1].

More precisely we investigated transport processes with tunable weights [2] as well
as various types of interactions at the boundaries to study these effects on a much
broader scale. The tunable model allowed us to effectively interpolate between ZRP-
type as well as strong short-range interactions. At the boundaries we considered the
existence of fixed versus loose couplings as well as different approaches to particle
injection and removal rates. For the generated cases we produced the phase diagrams
under differing strengths of the driven particle exchange at the boundaries for symmet-
ric and totally asymmetric dynamics [3–5]. The main phases, as shown in Fig. 10.23, are:
a thin particle gas (G), formation of aggregate condensates (A) and the spanning bulk
condensate (SC). While the phase diagrams with vanishing as well as stronger short-
range interactions are very similar except for the SC phase, we observed a qualitatively
different mechanism for aggregate condensate formation with short-range interactions.
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[2] B. Wacław et al.: Phys. Rev. Lett. 103, 080602 (2009)
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XXVII , eds. H.-B. Schüttler, S. Lewis, M. Bachmann, D.P. Landau, Physics Procedia
57, 77 (2014)
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10.20 A simple non-equilibrium model for Stranski-

Krastanov growth

J.K. Ochab∗, H. Nagel, W. Janke, B. Wacław†
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Figure 10.23: Phases induced by driven particle exchange through open boundary conditions
of the system [5]. With respect to the specific implementation of the interaction at the boundary,
different phase diagrams are observed.
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We consider a simple non-equilibrium model of mass condensation with Lennard-Jones
interactions between particles and a substrate. This model is an extension of the zero-
range process to nearest-neighbour interactions, similar to that of Refs. [1–3], where
particles interact when they are at the same site or at neighbouring sites. Although the
model can be driven far from equilibrium, it is closely related to the equilibrium solid-
on-solid (SOS) model [4]. A remarkable feature of this stochastic process is that the
steady state factorises over pairs of neighbouring sites, also in dimensions higher than
one, and thus it is called the pair-factorised steady state (PFSS) process. This property
facilitates analytical calculations in the one-dimensional version of the model and, in
certain cases, also in more than one dimension [5].

We show that when some number of particles is deposited onto the surface and
the system is left to equilibrate, particles condense into an island if the density of
particles becomes higher than some critical density [6]. We illustrate this with numer-
ically obtained phase diagrams for (2+1)-dimensional systems. We also solve a (1+1)-
dimensional counterpart of this model analytically and show that not only the phase
diagram but also the shape of the cross-sections of (2+1)-dimensional condensates
qualitatively matches the (1+1)-dimensional predictions [2, 3, 7]. Furthermore, when
particles are being deposited with a constant rate, we demonstrate that the system has
two phases: a single condensate for low deposition rates, and multiple condensates
for fast deposition [6]. The behaviour of our model is thus similar to that of thin film
growth processes, and in particular to Stranski-Krastanov growth.
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Figure 10.24: Schematic stages of Stranski-Krastanov growth. (a) The substrate (purple spheres)
is covered with an increasing number of adatoms (blue spheres), starting from an incomplete
monolayer. (b) As the density of adatoms increases, the adatoms form a complete monolayer
and a partially filled second layer. (c) Upon further density increase, islands of variable height
begin to form on the monolayer. Here the critical density of adatoms above which islands occur
equals one adatom per one substrate site.
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10.21 Molecular dynamics simulations of hydrogen dif-

fusion in ZIF-11

P. Schierz, S. Fritzsche, W. Janke, S. Hannongbua∗, O. Saengsawang†, C. Chmelik‡,
J. Kärger‡

∗Chulalongkorn University, Computational Chemistry Unit Cell (CCUC),

Department of Chemistry, Faculty of Science, Bangkok 10330, Thailand
†Office of Corporate R&D, IRPC Public Company Limited, Rayong, Thailand
‡Institute for Experimental Physics I

The properties of porous materials have become a topic of great interest for basic
research as well as for practical applications. Two of the most common aims are to
improve selectivity and storage properties for sorbent applications. In recent years,
metal organic frameworks (MOFs) have become porous materials of great interest
because of their promising properties and because of the big variety of structures that
can be obtained from the combinations of metal knots and organic linkers [1]. ZIFs
(zeolitic imidazolate frameworks), as one subgroup of MOFs, have attracted attention
due to their exceptional chemical and thermal stability [2].

In this project [3] the crystallographic structure of ZIF-11 was investigated with the
conclusion that different linkers should be described with different MD parameters
to reproduce the structure as it was determined by X-ray diffraction, see Fig. 10.25.
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(a) (b)

Figure 10.25: ZIF-11 structure viewed (a) through the 8-membered ring and (b) through the
6-membered ring window.

It turned out that in ZIF-11, up to room temperature, there is essentially only one
type of connections between adjacent cavities. The crystallographic structure of ZIF-11
was reproduced with a high accuracy and the lattice parameters (physical dimension
of the unit cell) were shown to be reproduced in NPT test simulations. The force
field presented in this work leads to good agreement with the complete experimental
adsorption isotherm of hydrogen in ZIF-11, by fitting only the hydrogen-hydrogen
Lennard-Jones parameters. For this type of material it is therefore possible to describe
experimental values with the used type of force field for at least one temperature. This
is encouraging since the used types of force fields are, in some cases, rather simple. The
flexibility of the lattice had a small, but noticeable, influence on the adsorption data. To
get full accuracy it is advisable to take account of the lattice flexibility of ZIF-11. The
good agreement obtained between the simulated and measured adsorption properties
is referred to the high accuracy of the ZIF-11 structure ensured in our simulations.

[1] L. James: Chem. Soc. Rev. 32, 276 (2003)
[2] K.S. Park et al.: Proc. Natl. Acad. Sci. USA 103, 10186 (2006)
[3] P. Schierz et al.: Microporous Mesoporous Mater. 203, 132 (2015)

10.22 The NVE ensemble as the bridge between molecu-

lar dynamics and Monte Carlo simulations for liquid-

gas like phase transitions

P. Schierz, J. Zierenberg, W. Janke
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Figure 10.26: (a) The potential energy ep vs kinetic energy ek for a single polymer with 13
monomers. The MD data is once evaluated directly (NVEPJ ensemble) and once reweighted to
the NVE ensemble. (b) The potential energy vs. temperature for 8 polymers with 13 monomers
each, simulated with two MC techniques and MD.

Molecular dynamics (MD) and Monte Carlo (MC) simulations are starting from two dis-
tinct physical points of view. While MD numerically integrates Newton’s equations of
motion, MC samples according to known ensemble probabilities from statistical phys-
ics. The ergodic hypothesis states that both approaches should give the same results in
equilibrium, which is the basis for the formulation of the microcanonical ensemble.
Energy conserving MD simulations are normally considered to sample the NVE en-
semble which is, as we recover, not entirely correct [4]. Since energy conserving MD
simulations encounter total angular momentum J and total linear momentum P con-
servation, the available phase space for an MD simulation is restricted. The resulting
ensemble is either the NVEPJ or NVEP ensemble depending on the conserved quantit-
ies. Hence we obtain in Fig. 10.26(a) a deviating behaviour in comparison to simulations
in the pure NVE ensemble which were obtained with Monte Carlo techniques [2, 3]
for a small number of degrees of freedom. MD simulations for a liquid-gas like phase
transition encounter a transition between NVEPJ and NVEP ensemble behaviour. The
reason are the periodic boundary conditions which lead to a violation of angular mo-
mentum conservations whenever they are used. If a system stays within a droplet phase
it will not be influenced by the boundaries and hence the angular momentum remains
conserved (NVEPJ behaviour [6]). For the gas phase, however, the angular momentum
fluctuates and we encounter NVEP behaviour.

With the exact knowledge of the ensemble which is sampled by MD it was possible
to develop a method which allows to estimate the density of states of the simulated
systems. In a first step we reweighted the obtained data from MD to the NVE ensemble.
For the NVE ensemble we adapted the known “Weighted Histogram Analysis Method”
(WHAM) [4], which allows one to estimate the density of states.

Afterwards, the density of states can be used to calculate the behaviour in the NVT
ensemble [see Fig. 10.26(b)] and therefore to investigate phase transitions with varying
temperature without the use of any thermostat in MD. Since the NVE ensemble shows
very good sampling behaviour in the potential-energy range of canonical first-order
phase transitions it is possible to estimate NVT phase transition behaviour by per-
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forming many NVE simulations at various total energies. Since this method estimates
the density of states it is also a promising approach for the estimation of free-energy
barriers for first-order phase transitions with MD.
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[4] A.M. Ferrenberg, R.H. Swendsen: Phys. Rev. Lett. 63, 1195 (1989)
[5] R. Lustig: J. Chem. Phys. 100, 3048 (1994)
[6] F. Calvo et al.: J. Chem. Phys. 112, 10350 (2000)

10.23 The real microcanonical ensemble and its advant-

ageous behaviour for first-order phase transitions

P. Schierz, J. Zierenberg, W. Janke

The microcanonical ensemble can be found in any standard text book on statistical
physics. In almost all cases this ensemble is quickly dismissed in favor of the canonical
ensemble since it is quite unrealistic for most physical systems in a laboratory. In the
literature on phase transitions, however, this ensemble gained some interest also due to
the development of the generalized ensemble methods MUCA [1, 2] and Wang-Landau
[3]. Here, however, one refers to the microcanonical ensemble at constant potential en-
ergy while the “real” microcanonical ensemble was originally defined at constant total
energy. We previously investigated the behavior of molecular dynamics and Monte
Carlo simulations within this ensemble and made the interesting observation that a
Monte Carlo simulation in this ensemble sampled the first-order aggregation transition
in a very efficient way [4]. We found that this behavior was previously described by
Martin-Mayor [5] for the temperature-driven first-order phase transition for the Potts
model. We further investigated this simulation technique in the real microcanonical
ensemble for a continuous Lennard-Jones system and found the same sampling ad-
vantage. We reached the same amount of particle with these simulations as for the
sophisticated MUCA simulation technique.

In Ref. [6] we were able to develop a framework based on the generalization of the
equal-area rule which allowed us to explain the obtained simulation behaviour of the
real microcanonical ensemble. For comparisons we introduced the transition barrier of
an ensemble as

B = ln
[

Peqh
(

E±p
)

/Peqh
(

E0
p

)]

, (10.13)

where Peqh
(

E±p /E
0
p

)

denotes the equal-height histogram emerging due to phase coex-
istence, E±p the positions of the two maxima and E0

p the position of the minimum. This
quantity hence allows one to evaluate how “hard” the first-order transition between
two phases is within an ensemble. This framework allowed the conclusion that the
barrier in the canonical ensemble is always larger than in the microcanonical ensemble
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Figure 10.27: (a) The potential-energy histogram at equal height for three different ensembles
for the N = 2048 Lennard-Jones system [6]. (b) The system dependent quantity K(Ep) and the
ensemble dependent D(Ep) for the considered ensembles as defined in [6].

BNVT > BNVE. In the microcanonical ensemble the transition barrier can even van-
ish as it was observed in [4] for polymer aggregation and by reproducing the data
from Ref. [5]. For the example of the Lennard-Jones system with N = 2048 particles
we discovered that the sampling with the microcanonical ensemble is of the order of
exp (BNVT − BNVE) ≈ 1016 more efficient than simulations in the canonical ensemble due
to the difference of the barriers.
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10.24 Framework for programming Monte Carlo simula-

tions (βMC)

M. Marenz, J. Zierenberg, W. Janke

Monte Carlo (MC) computer simulations are a very powerful tool for investigating
and understanding the thermodynamic behaviour of a wide variety of physical sys-
tems. These systems range from such simple ones like the Ising spin model to complex
ones like the adsorption properties of proteins on surfaces [1]. In contrast to Molecular
Dynamics (MD) simulations, the other important class of algorithm to simulate micro-
scopic systems, MC simulations are not suitable to investigate dynamical properties.
On the other hand, the ability of modern MC methods to explore effectively the phase
space of physical systems, especially those with a phase transition, makes them a very
powerful and indispensable tool.
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Figure 10.29: Scaling properties of the par-
allel multicanonical algorithm as a function
of the number of processors p.

Another difference to MD simulations is the lack of a widely used program package
for generic MC simulations. One reason for this lack is the versatility of modern MC
algorithms – there are various different algorithm and many different possibilities
to adjust a MC simulation to a specific problem. This was the starting point for the
development of our framework for advanced MC algorithms. The aim of the framework
is to enable the programmer to implement specific simulations in an easy and efficient
way, without the need to implement all the tricky details for every new problem. The
framework is implemented in the C++ programming language and is designed such
that it separates basics parts of a MC algorithm in separate building blocks. These
building blocks can be used by the programmer to implement a specific simulation.

There are 5 basic building blocks as illustrated in Fig. 10.28: The first one is the
“system”, which defines the Hamiltonian and the structure of the physical system.
This means that the “system” building block encapsulates the energy calculation and
the structure of the considered physical problem. For off-lattice system this block con-
tains a smaller subpart, the “atom” block, which encodes the geometry of the system
(e.g., boundary conditions). As systems we have implemented so far different kinds of
coarse-grained homopolymers, the Lennard-Jones gas, the TIP4P water model, lattice
polymers and the Potts model in different dimensions. On top of the “system” are the
last two other building blocks, the “move” and the “MC technique”. A “move” defines
a single update proposal, propagating the system from the current state to the next one.
Additionally a “constraint” can be added to every “move” in order to simulate effi-
ciently systems with geometrical confinements. The “MC technique” implements the
Monte Carlo algorithm itself. At the moment we have implemented various algorithms
such as Metropolis MC, parallel tempering, multicanonical MC, multimagnetic MC
and the Wang-Landau MC algorithm. One of the most advanced MC algorithms we
have implemented is a parallel version of the multicanonical algorithm [2], see Fig.
10.29.

The boundaries between these blocks are well defined, so that one can easily ex-
change one of them. For example one can use two different algorithm to simulate a
specific system without implementing a completely new program. The framework is
already in practical use for different studies, for example the investigation of the influ-
ence of bending stiffness on a coarse-grained homopolymer, the influence of a spherical
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confinement to pseudo-phase transitions of homopolymers, and the study of polymer
aggregation of several polymers for a large set of parameters (temperature, bending
stiffness). Thus, the framework is very useful and has led already to several publications
[2–8].
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On the Uniform Sampling of Ground States in the 2D ±J Ising Spin-Glass Model
02.–15. February 2015

• M.Sc. Eren Metin Elçi
Coventry University, England, UK
DFH-UFA Colloquium (12. March 2015)
Perfect Sampling, Relaxation and Extreme Value Theory – An Intriguing Interplay
13. February – 16. March 2015

• Prof. Dr. Sanjay Kumar
Banaras Hindu University, Varanasi, India
SFB/TRR 102 Colloquium (07. May 2015)
DNA under Force: New Insights from Simulations
27. April – 20. May 2015
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• Dr. Lev Barash
Landau Institute, Chernogolovka, Russia
NTZ/DFH-UFA and DIONICOS Colloquium (28. May 2015)
Population Annealing on GPUs
26. May – 25. June 2015

• Prof. Dr. Ulrich H.E. Hansmann
University of Oklahoma, Norman, USA
SFB/TRR 102 Polymer and Soft-Matter Seminar (02. June 2015)
Simulations of Folding and Aggregation of Proteins
28. May – 11. June 2015

• Dr. Christoph Junghans
Los Alamos National Laboratory, New Mexico, USA
02. July 2015

• Prof. Dr. Subir K. Das
Jawaharlal Nehru Centre for Advanced Scientific Research, India
TKM/DFH-UFA and DIONICOS Colloquium (03. July 2015)
Aging in Kinetics of Phase Transitions
02.–04. July 2015

• M.Sc. Ati Moncef
University of Sciences and Technology of Oran, Algeria
13. October – 12. November 2015

• Dr. Nikolaos G. Fytas
Coventry University, England, UK
DFH-UFA Colloquium (03. December 2015)
Critical Phenomena in Disordered Systems
24. November – 04. December 2015

• Prof. Dr. Michael Bachmann
Center for Simulational Physics, The University of Georgia, Athens, USA
Stabilization of Helical Structures by Bending Restraints
25.–27. November 2015

• Prof. Dr. Alexander Hartmann
Univ. Oldenburg, Germany
Distribution of Convex Hulls for Single and Multiple Random Walks
25.–27. November 2015

• Dr. Martin Thomas Horsch
TU Kaiserslautern, Germany
Multicriteria Optimization of Molecular Force Field Models
25.–27. November 2015

• Dr. Francesco Parisen Toldin
Universität Würzburg, Germany
Line Contribution to the Critical Casimir Force between a Homogeneous and a
Chemically Stepped Surface
25.–27. November 2015
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• Dr. Hsiao-Ping Hsu
MPI für Polymerforschung, Mainz, Germany
Static and Dynamic Properties of Large Polymer Melts in Equilibrium
25.–28. November 2015

• Miriam Klopotek
Institut für Angewandte Physik, Universität Tübingen, Germany
Monolayer Growth in a Hard-Rod Lattice Model
25.–28. November 2015

• Prof. Dr. Ezequiel Albano
IFLYSIB, La Plata, Argentina
Multicriticality in Confined Ferromagnets with Impurities
25.–29. November 2015

• Dr. Ewa Gajda-Zagórska
AGH University, Krakow, Poland
Multi-Objective Solver for Inverse Parametric Problems
25.–29. November 2015

• Prof. Dr. Dennis C. Rapaport
Bar-Ilan University, Ramat-Gan, Israel
Joint NTZ–SFB/TRR 102 Colloquium (26. November 2015)
Simulating Emergent Phenomena (with GPU-based Molecular Dynamics)
25.–29. November 2015

• Prof. Dr. George Savvidy
Demokritos NRC, Athens, Greece
Kolmogorov-Anosov C-Systems and MIXMAX Random Number Generator
25.–29. November 2015

• Prof. Dr. Lev Shchur
Landau Institute, Chernogolovka, Moscow Region, Russia
Current State-of-the-Art in Kinetic Monte Carlo Simulations
25.–29. November 2015

• Dr. Martin Weigel
Coventry University, England, UK
Regular Packings on Periodic Lattices
25.–29. November 2015

• Dr. Marcin Zagórski
IST Klosterneuburg/Wien, Austria
Evolutionary Accessibility of Fitness Landscapes with Multiple Alleles
25.–29. November 2015

• Prof. Dr. Jürgen Vollmer
MPI Dynamik und Selbstorganisation, Göttingen, Germany
Ostwald Ripening, Scaling and Size Focussing in the Evolution of Droplet Size Dis-
tributions
25.–30. November 2015

• Dr. Elmar Bittner
Universität Heidelberg, Germany
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26.–27. November 2015

• Prof. Dr. Stefan Boettcher
Emory University, Atlanta, USA
Ground States of Edwards-Anderson Spin Glasses
26.–28. November 2015


