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Computational Quantum Field
Theory

10.1 Introduction

The Computational Physics Group performs basic research into classical and quantum
statistical physics with special emphasis on phase transitions and critical phenomena.
In the centre of interest are the physics of spin glasses, diluted magnets and other ma-
terials with quenched, random disorder, soft condensed matter physics with focus on
fluctuating paths and interfaces, biologically motivated problems such as protein fold-
ing, aggregation and adsoprtion as well as related properties of homopolymers, and
the intriguing physics of low-dimensional quantum spin systems. Our investigations
of a geometrical approach to the statistical physics of topological defects with applica-
tions to superconductors and superfluids and research into fluctuating geometries with
applications to quantum gravity, e.g., dynamical triangulations, build on the previous
European Research Training Network (RTN) “ENRAGE”: Random Geometry and Ran-
dom Matrices: From Quantum Gravity to Econophysics , a collaboration of 13 teams
throughout Europe. Moreover, initiated by a bi-national Institute Partnership with the
Jagiellonian University in Krakow, Polen, supported by the Alexander von Humboldt
(AvH) Foundation the statistical mechanics of complex networks is studied. In April
2012 a new Institute Partnership Grant of the Alexander von Humboldt Foundation
with the Institute for Condensed Matter Physics of the National Academy of Sciences
in Lviv, Ukraine, commenced with special focus on Polymers in Porous Environments
and on Disordered Substrates .

The methodology is a combination of analytical and numerical techniques. The
numerical tools are currently mainly Monte Carlo computer simulations and exact
enumeration techniques. The computational approach to understand physical phe-
nomena is expected to gain more and more importance with the future advances of
computer technology, and is likely to become the third cornerstone of physics besides
experiment and analytical theory as sketched in Fig. 10.1. Already now it can help to
bridge the gap between experiments and the often necessarily approximate calculations
of analytical work. To achieve the desired high efficiency of the numerical studies we
develop new algorithms, and to guarantee the flexibility required by basic research all
computer codes are implemented by ourselves. The technical tools are Fortran, C, and
C++ programs running under Unix or Linux operating systems and computer algebra
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Figure 10.1: Sketch of the relationship between theory, experiment and computer simulation.

using Maple or Mathematica. The software is developed and tested at the Institute
on a cluster of PCs and workstations, where also most of the numerical analyses are
performed. Currently we are also exploring the possibilities of the rapidly developing
graphics card computing, that is computer simulations on graphics processing units
(GPUs) with many cores. Large-scale simulations requiring vast amounts of computer
time are carried out at the Institute on quite powerful compute servers, at the parallel
computers of the University computing center, and, upon successful grant application
at the national supercomputing centres in Jülich, Stuttgart and München on parallel
supercomputers. This hierarchy of various platforms gives good training opportunities
for the students and offers promising job perspectives in many different fields for their
future career.

Within the University, our research activities are closely integrated into the Gradu-
ate School “BuildMoNa”: Leipzig School of Natural Sciences – Building with Molecules
and Nano-objects , the International Max Planck Research School (IMPRS) Mathemat-
ics in the Sciences and the international DFH-UFA Graduate School Statistical Physics
of Complex Systems with Université de Lorraine in Nancy, France, supported by the
Deutsch-Französische Hochschule. In the second funding period 2011–2013, Coven-
try University in England has been integrated as an associated partner. The three
Graduate Schools are all “Classes” of the Research Academy Leipzig (RALeipzig),
providing the organizational frame for hosting visiting students and senior scientists,
offering language courses, organizing childcare and for many other practical matters.
At the post-graduate level our research projects are embedded into the “Sächsische
DFG-Forschergruppe” FOR877 From Local Constraints to Macroscopic Transport and
the Sonderforschungsbereich/Transregio SFB/TRR 102 Polymers under Multiple Con-
straints: Restricted and Controlled Molecular Order and Mobility together with Halle
University. Our group also actively contributes to two of the top level research areas
(“Profilbildende Forschungsbereiche (PbF)”) and the Centre for Theoretical Sciences
(NTZ) of the University. Beside “BuildMoNa” the latter structures are particularly in-
strumental for our cooperations with research groups in experimental physics and
biochemistry on the one hand and with mathematics and computer science on the
other.
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On an international scale, our research projects in part initiated by the European
RTN “ENRAGE” and the AvH Institute Partnership with the Jagiellonian University in
Krakow, Poland, are currently carried out in a wide net of collaborations mainly funded
by the German Academic Exchange Service (DAAD) and the Alexander von Hum-
boldt Foundation through the new Institute Partnership with the National Academy
of Sciences in Lviv, Ukraine, as well as their Fellowship Programmes. From June 2011
to November 2012 our group has been hosting Professor Handan Arkın-Olgar from
Ankara University in Turkey who was awarded an Alexander von Humboldt Fel-
lowship for Experienced Researchers. Further close contacts and collaborations are
established with research groups in Armenia, Austria, China, France, Great Britain,
Israel, Italy, Japan, Poland, Russia, Spain, Sweden, Taiwan, Turkey, Ukraine, and the
United States. These contacts are refreshed and furthered through topical Workshops
and Tutorials and our International Workshop series CompPhys: New Developments
in Computational Physics , taking annually place at the end of November just before
the first advent weekend.

Wolfhard Janke

10.2 Grafted vs Nongrafted Polymers near Attractive Sub-

strates

M. Möddel∗, M. Bachmann†, W. Janke
∗Present address: Basycon Unternehmensberatung, Welserstraße 1, 81373 München, Germany
†Center for Simulational Physics, The University of Georgia, Athens, USA

The statistical properties of a polymer grafted, i.e. firmly attached at one of its ends, to an
attractive substrate [1] are significantly different from those of a polymer that can move
freely above that substrate [2]. Especially for the adsorption transition such differences
were suggested by a microcanonical analysis of a nongrafted polymer which showed
first-order like signals for short extended conformations that get more pronounced with
increasing translational entropy of desorbed conformations [3, 4]. To systematically
compare the two cases, we employed a combination of canonical and microcanonical
analyses over a wide range of surface attraction strengths ǫs and temperature T [1]. This
way not only the adsorption transition, but also the collapse and freezing transitions of
an individual self-interacting polymer in solution were covered.

Our analysis is based on a simple bead-stick model with 12-6 Lennard-Jones (LJ)
interaction between nonbonded monomers, a weak bending stiffness and an attraction
to a flat substrate that is proportional to a parameter ǫs which measures the relative
strength compared to the monomer-monomer attraction. This surface attraction is a
9-3 LJ potential obtained by integrating the 12-6 LJ potential over a half space. The
polymer is once grafted with one end to the substrate and once considered in a box
within which it can move freely. All simulations were performed with the parallel
tempering Monte Carlo method that allowed to highly parallelize the simulation and
obtain good statistics over the whole energy range [5].

It turned out that qualitative differences mainly occur at the adsorption transition
where four cases need to be differentiated for finite chains: (1) the adsorption of ex-
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Figure 10.2: Fluctuation of the tensor component of the radius of gyration perpendicular to
the substrate d

〈

R2
gyr,⊥

〉

/dT for (a) the grafted and (b) the free polymer as a contour plot versus
surface attraction strength ǫs and temperature T.

tended nongrafted polymers, (2) the adsorption of extended grafted polymers, (3) the
adsorption of globular nongrafted polymers and (4) the adsorption of globular grafted
polymers. Only in the first case, the microcanonical entropy, which is proportional to
the logarithm of the density of states, gets convex such that the adsorption transition
appears first-order-like here. In the cases (2) and (3) a continuous adsorption is ob-
served already for short chains, while in case (4) the adsorption signals get reduced
significantly and only a weaker wetting transition is left.

As an example, Fig. 10.2 shows how this is reflected in the temperature derivative
of the canonical expectation value of the tensor component of the radius of gyration
perpendicular to the substrate. While for the nongrafted polymer a maximum over the
whole diagonal Tads ∝ ǫs is visible, this signal is strongly weakened for extended grafted
conformations (ǫs & 1.9, T & 2) and even disappears for globular grafted conformations
(ǫs . 1.9, T . 2). For grafted chains, in this observable only the collapse transition at
T ≈ 2 is signaled for low ǫs values. It is among others this necessary distinction between
the adsorption of globular and extended conformations that demonstrates that it is not
just the difference in translational, but also in conformational entropy that gives rise to
the differences. This has been carefully described and explained in Ref. [1].

[1] M. Möddel et al.: Macromolecules 44, 9013 (2011)
[2] M. Möddel et al.: J. Phys. Chem. B 113, 3314 (2009)
[3] M. Möddel et al.: Phys. Chem. Chem. Phys. 12, 11548 (2010)
[4] M. Möddel et al.: Comput. Phys. Commun. 182, 1961 (2011)
[5] M. Möddel et al.: in Proceedings of the NIC Symposium 2012 , eds. K. Binder,

G. Münster, M. Kremer, John von Neumann Institute for Computing, Jülich, NIC
Series, Vol. 45, p. 277 (2012)

10.3 Polymer Adsorption onto a Stripe-Patterned Sub-

strate

M. Möddel∗, M. Bachmann†, W. Janke



COMPUTATIONAL QUANTUM FIELD THEORY 247

Figure 10.3: (a) On the left the pseudo-phase diagram of the polymer versus temperature and
varying ǫs for ǫstripe = 0 and a heat map of the substrate potential for ǫs = 1 is shown – the
homogeneous substrate case. (b) On the right the analogous pseudo-phase diagram versus
temperature and varying ǫstripe for ǫs = 1 is displayed – the stripe patterned case. Phases with
“A/D” are adsorbed/desorbed, while “E”, “G”, and “C” denote phases with increasing order:
expanded, globular, and compact. “PC” is a short form for a region with phase coexistence.

∗Present address: Basycon Unternehmensberatung, Welserstraße 1, 81373 München, Germany
†Center for Simulational Physics, The University of Georgia, Athens, Georgia 30602, USA

Naturally occuring substrates almost exclusively exist with heterogeneities not just on
the macroscopic, but also on the micro- or nanoscopic level. Consequently, after we de-
veloped an in-depth understanding of the statistical equilibrium behaviour of a generic
self-attracting polymer model close to an attractive homogeneous substrate in recent
years [1–5], the question arose how this behaviour gets modified if hetereogenities are
introduced on the substrate.

The goal was to see the influence on the level of the whole pseudo-phase diagram,
where “pseudo” refers to the finiteness of the simulated chain length. Since already the
phase diagram of the polymer near the homogeneous substrate is very rich in transitions
(cf. Fig. 10.3(a)), to extract any meaningful results the chosen surface heterogeneity
needs to be easily controllable and preferably simple.

Our choice was to add to the previously investigated [1–5] bulk energy term and 9-3
Lennard-Jones (LJ) attraction between each monomer and the substrate an attractive
cosine-square potential of distance D = 5 such that the energy of the system in total is

Ebulk = 4
N−2
∑

i=1

N
∑

j=i+2

(

r−12
i j − r−6

i j

)

+
1
4

N−2
∑

i=1

(1 − cosϑi) , (10.1)

that is strongly dominated by a 12-6 Lennard-Jones (LJ) attraction between non-
neighboring monomers, and
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(10.2)

The impact of those stripes was described in detail with an emphasis on the onset of
the “recognition” transition below which the polymer perfectly adapts the shape of the
stripe. Despite some striking differences, many conclusions drawn for the adsorption
of a single polymer on a homogeneous substrate remain valid in the more general
hetereogeneous case [6].

[1] M. Möddel et al.: J. Phys. Chem. B 113, 3314 (2009)
[2] M. Möddel et al.: Phys. Chem. Chem. Phys. 12, 11548 (2010)
[3] M. Möddel et al.: Macromolecules 44, 9013 (2011)
[4] M. Möddel et al.: Comput. Phys. Commun. 182, 1961 (2011)
[5] M. Möddel et al.: in Proceedings of the NIC Symposium 2012 , eds. K. Binder,

G. Münster, M. Kremer, John von Neumann Institute for Computing, Jülich, NIC
Series, Vol. 45, p. 277 (2012)

[6] M. Möddel et al.: Leipzig preprint, in preparation

10.4 Exact Enumeration of Polymer Adsorption onto a

Stripe-Patterned Surface

M. Ivanov, M. Möddel∗, W. Janke
∗Present address: Basycon Unternehmensberatung, Welserstraße 1, 81373 München, Germany

In recent years, polymers have received a great deal of attention from both experi-
mental and theoretical researchers. However, a complete description of the properties
of these materials does not currently exist. Therefore, further research is needed. This
particular study is part of an ongoing effort to try to understand these systems and is
focused on the adsorption of single polymer chains. Previous theoretical studies have
provided phase diagrams that lay the foundations for understanding polymer adsorp-
tion. This particular study focuses on a single polymer chain in a confined volume and
its adsorption onto a stripe-patterned surface.

A minimalistic simple-cubic lattice model was used where the chain is represented
by an interacting self-avoiding walk (ISAW) and was confined between an attractive
patterned wall and a steric wall with no interaction whatsoever. The pattern consisted
of parallel stripes of defined width and separation. The complete system as well as the
patterned surface are illustrated in Fig. 10.4. Besides the pattern parameters, entropy
and three energy scales define the phase diagram of the system: chain-surface attraction
ǫs, chain-pattern attraction ǫstr and chain self-attraction ǫm. The energy of the polymer
was defined as a function of the different types of contacts E(ns , nstr, nm) = −ǫsns−ǫstrnstr−
ǫmnm. One of the coupling constants (ǫs) was used to set the scale of the temperature of
the system, whereas the other two were expressed as fractions of it. This allowed for
the systematic study of a total of four parameters on the properties of the system.

Chains of lengths up to N = 19 monomers were studied using the method of exact
enumeration. The influence of the energy scales and pattern parameters on the system
was analysed with the help of temperature vs. chain-pattern attraction phase diagrams.
These diagrams were constructed by means of both canonical and microcanonical
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Figure 10.4: Sketch of an ISAW in a cavity of height zw. The width of the attractive stripes (in
grey) is controlled by the parameter w and the stripe distance by the parameter d.

analysis of the simulation data. The results are comparable to those from another study
of a similar system using an off-lattice polymer model [1]. Although the two models
yield quantitatively different results, both show comparable qualitative behaviour.

The effects of the confinement volume on the phase diagram were found to be
considerable when the separation between both walls is O(N). For distances between
O(10×N) and O(100×N), minor differences of the transition temperatures were found.
The results from the non-grafted chain were also compared with the results for a chain
grafted to a stripe. However, the grafted chain was considered to be too short and was
not analysed in detail.

These findings are important since substantial progress has very recently been
made in experimental techniques. More importantly, it is now possible to visualise
single chains, enabling the verification of theoretical models against experimental data
as part of a future collaborative research.

[1] M. Möddel: Statistical Equilibrium Behaviour of Finite Polymers Near Attractive
Substrates , PhD thesis, Universität Leipzig (2012)

10.5 Polymers Adsorbing onto a Fractal Surface

V. Blavatska∗, W. Janke
∗Institute for Condensed Matter Physics, National Academy of Sciences of Ukraine,

Lviv, Ukraine

The study of polymers near disordered surfaces is of great importance since most natu-
rally occurring substrates are rough and energetically (or structurally) inhomogeneous
and surface heterogeneity is known to have a crucial effect on polymer adsorption phe-
nomena [1]. As most chemical substrates are proved to be of fractal nature, studying the
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Figure 10.5: Sketch of a polymer grafted to a site of an attractive percolation cluster.

influence of such a non-trivial surface geometry is of particular interest. It is established
that the adsorption process is enhanced (diminished) when the fractal dimension of
the substrate is larger (smaller) than that of a plain Euclidean surface [2].

As order parameter one considers the fraction of the average number of monomers
Ns adsorbed to the surface and the total length N of the polymer chain, obeying for long
chains the scaling law 〈Ns〉/N ∼ Nφs−1 where φs is the surface crossover exponent [3].
In the language of lattice models, where polymers can be represented by self-avoiding
random walks (SAWs) [4], disordered surfaces can be modeled as a two-dimensional
regular lattice with randomly distributed attractive sites. Fractal properties emerge at
the percolation threshold where a spanning percolation cluster of attractive sites with
fractal dimension d

pc

s = 91/49 ≈ 1.89 < 2 appears [5], cf. Fig. 10.5.
We have studied this problem with the help of the pruned-enriched Rosenbluth

method (PERM) [6] for simulating the polymer chains. We examined the behaviour

of the components of the radius of gyration 〈R2
1||〉, 〈R2

1⊥〉 in directions parallel and

perpendicular to the surface and obtained νpc

2 = 0.772 ± 0.006 [7, 8] for the critical
exponent that governs the scaling of the size of a polymer adsorbed onto a fractal
substrate. This value is compatible with νpc

2 = 0.782 ± 0.003 for a polymer strictly
confined onto a two-dimensional percolating cluster [9], but significantly larger than
ν2 = 0.742 ± 0.006 ≈ 3/4 for a plain homogeneous surface [7]. Examining the peak
structure of the heat capacity, we estimated for the surface crossover exponent φpc

s =

0.425 ± 0.009, compared to φs = 0.509 ± 0.009 for the plain surface [7]. As expected, the
adsorption is diminished, when the fractal dimension of the surface is smaller than that
of the plain Euclidean surface due to the smaller number of contacts of monomers with
attractive sites.

[1] J. Zierbarth et al.: Macromolecules 40, 3498 (2007)
[2] E. Bouchaud, J. Vannimenus: J. Physique (France) 50, 2931 (1989)
[3] E. Eisenriegler et al.: J. Chem. Phys. 77, 6296 (1982)
[4] C. Vanderzande: Lattice Models of Polymers (Cambridge University Press, Cam-

bridge (England) 1998)
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[5] S. Havlin, D. Ben Abraham: Adv. Phys. 36, 155 (1987)
[6] P. Grassberger: Phys. Rev. E 56, 3682 (1997)
[7] V. Blavatska, W. Janke: J. Chem. Phys. 136, 104907 (2012)
[8] V. Blavatska, W. Janke: Physics Procedia 34, 55 (2012)
[9] V. Blavatska, W. Janke: Europhys. Lett. 82, 66006 (2008); J. Phys. A 42, 015001 (2009)

10.6 Ground-State Properties of a Polymer Chain Inside

an Attractive Sphere Potential

H. Arkın ∗, W. Janke
∗On leave from Department of Physics Engineering, Faculty of Engineering,

Ankara University, Tandogan, 06100 Ankara, Turkey

Investigating basic structure formation mechanisms of biomolecules at different in-
terfaces is one of the major challenges of a large variety of modern interdisciplinary
research and possible applications in nanotechnology. Knowledge of the origin of struc-
ture formation is an important prerequisite for the understanding of polymer adhesion
to metals and semiconductors [1], biomedical implants [2], and biosensors [3]. The
adsorption behaviour can also influence cellular motion, drug delivery, and other bio-
logical processes. The advances in designing and manipulating biomolecules at solid
substrates on the nanoscale open new challenges for potential nanotechnological ap-
plications of hybrid organic-inorganic interfaces.

Recently, some progress has been achieved in the understanding of general prop-
erties of the conformational behaviour of homopolymers and heteropolymers near
substrates. In most cases, the substrates are considered to be planar [4]. In this work,
we considered a simple off-lattice coarse-grained polymer model inside of an attractive
sphere, for which we have recently constructed the finite-temperature phase diagram
[5]. Here, we focused on the ground-state properties caused by different attraction
strengths ǫ of the sphere within the frame of generalized-ensemble simulations [6]. In
a comparative analysis based among others on various (invariant) shape parameters
related to the eigenvalues of the gyration tensor, a classification of the structures formed
in the accompanying adsorption process has been achieved.

The distributions of all successive pairs of virtual bond angles Θi = π − ϑi and
torsion angles Φi in the low-temperature regime (T < 0.2) for different values of the
surface attraction strength ǫ are shown in Fig. 10.6. It is one of the most remarkable
results of our study that for different parameter values of the polymer-attractive sphere
system, we get conformations that fit perfectly to the inner wall of the sphere. A careful
comparison with results for flat substrates has recently been presented in Ref. [7].

[1] M. Bachmann et al.: Angew. Chem. Int. Ed. 49, 9530 (2010)
[2] E. Nakata et al.: J. Am. Chem. Soc. 126, 490 (2004)
[3] R.F. Service: Science 270, 230 (1995)
[4] M. Möddel et al.: J. Phys. Chem. B 113, 3314 (2009); Phys. Chem. Chem. Phys. 12,

11548 (2010); Comput. Phys. Commun. 182, 1961 (2011); Macromolecules 44, 9013
(2011)
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(a) (b)

(c) (d)

Figure 10.6: Bond and torsion angle distributions for (a) ǫ = 0.1, (b) ǫ = 0.4, (c) ǫ = 0.7, (d)
ǫ = 1.0 and the associated conformations of the global energy minimum. The distribution of
the torsion angles has reflection symmetry and therefore only the positive interval is shown.

[5] H. Arkın, W. Janke: Phys. Rev. E 85, 051802 (2012)
[6] H. Arkın, W. Janke: J. Phys. Chem. B 116, 10379 (2012)
[7] H. Arkın, W. Janke: Eur. Phys. J. – Special Topics 216, 181 (2013)

10.7 Thermodynamics of a Model Protein in Spherical

Confinement

M. Bilsel ∗, B. Taşdizen ∗, H. Arkın †, W. Janke
∗Department of Physics Engineering, Faculty of Engineering,

Ankara University, Tandogan, 06100 Ankara, Turkey
†On leave from Department of Physics Engineering, Faculty of Engineering,

Ankara University, Tandogan, 06100 Ankara, Turkey

We have performed Monte Carlo computer simulations in generalized ensembles of a
model protein confined in a spherical cage to investigate the dynamics of the folding
mechanism [1]. The problem of whether proteins are misfolded or aggregated or, on
the contrary, fold properly more promptly in spatial confinement has recently attracted
much interest [2, 3]. A detailed understanding of this subject would play a key role
for finding treatments to diseases caused by misfolding of proteins. Our goal is thus to
analyze the thermodynamics of the folding mechanism and to investigate whether the
folding mechanism is controlled or not in a confining environment. To do so we have
employed exhaustive multicanonical Monte Carlo simulations by using a minimalistic
AB model where hydrophobic residues are labeled by A and the polar or hydrophilic
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Figure 10.7: Specific heat as a function of temperature for the AB model protein
BA6BA4BA2BA2B2 in a spherical confinement with sphere radius Rc. The temperature T is
given in units of the folding temperature T f in the bulk. Left: Purely repulsive potential. Right:
Attractive potential.

ones by B [4, 5]. Adjacent residues or monomers are connected by rigid covalent bonds.
Thus, their distance is kept fixed and set to unity. The contact interaction is replaced by
a distance- and residue-dependent 12−6 Lennard-Jones potential accounting for short-
range excluded volume repulsion and long-range interaction. An additional interaction
accounts for the bending energy of any pair of successive bonds. In this study, we
focused on the folding of a model protein with 20 residues arranged in the sequence
BA6BA4BA2BA2B2.

The model protein is enclosed by a sphere of radius Rc. Apart from the steric
hindrance effect, we assumed two different types of wall interactions, one with a purely
repulsive wall potential and another that exhibits an attractive part close to the inner
sphere wall. By monitoring the specific heat as a function of temperature, we observe
in the first, purely repulsive case merely a monotonic finite-size scaling shift of the
folding temperature, cf. Fig. 10.7 (left). The second case with attractive wall interaction
is much more interesting since here, for small enough sphere radius Rc, the protein is
first adsorbed to the (inner) surface of the sphere and in a second step the folding takes
place. This is indicated by the two peaks of the specific heat for Rc = 25 in Fig. 10.7
(right) [6].

[1] J.A. Hubbell: Curr. Opin. Biotechnol. 10, 123 (1999); S. Santosa et al.: Nano Lett. 2,
687 (2002); S. Vauthey et al.: Proc. Natl. Acad. Sci. USA 99, 5355 (2002)

[2] F. Takagi et al.: Proc. Natl. Acad. Sci. USA 100, 11367 (2003); N. Rathore et al.:
Biophys. J. 90, 1767 (2006); D. Lu et al.: Biophys. J. 90, 3224 (2006)

[3] S. Kumar, M.S. Li: Phys. Rep. 486, 1 (2010)
[4] F.H. Stillinger, T. Head-Gordon: Phys. Rev. E 52, 2872 (1995); A. Irbäck et al.: Phys.

Rev. E 58, R5249 (1998)
[5] M. Bachmann et al.: Phys. Rev. E 71, 031906 (2005)
[6] M. Bilsel et al.: in Proceedings of the NIC Workshop From Computational

Biophysics to Systems Biology (CBSB11) – Celebrating Harold Scheraga’s 90th
Birthday , eds. P. Carloni, U.H.E. Hansmann, T. Lippert, J.H. Meinke, S. Mo-
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hanty, W. Nadler, O. Zimmermann, John von Neumann Institute for Computing,
Forschungszentrum Jülich, IAS Series Vol. 8, p. 21 (2012)

10.8 Effects of Spherical Confinement on Phase Transi-

tions of a Simple Model for Flexible Polymers

M. Marenz, J. Zierenberg, H. Arkın∗, W. Janke
∗On leave from Department of Physics Engineering, Faculty of Engineering,

Ankara University, Tandogan, 06100 Ankara, Turkey

We used our recently developed “Polymer Framework” for Monte Carlo simulations to
investigate a simple bead-stick model for a flexible homopolymer. This model features
two different pseudo-phase transitions, the collapse transition which distinguishes the
random coil and the globular phase and the freezing transition which distinguishes
the globular and a crystal like phase. Our model is so simple, that we cannot claim to
observe quantities for any specific polymer or biopolymer, but it is also so generic, that
it should reflect the qualitative behaviour of any flexible chain-like object. Especially,
we are interested in the case where we confine this polymer to a spherical cage as
illustrated in Fig. 10.8 and how this confinement influences the two pseudo-phase
transitions of our model. On the one hand, confinements are very important for all
kind of biopolymers such as proteins, DNA or RNA, because their natural habitat
are crowded environments like micelles or chaperon-like cages, where a spherical
cage could be considered as a first-order approximation for these environments. For
synthetic polymers the behaviour inside a confinement could be also very important
for different kinds of technical applications which try to combine polymers with novel
materials.

To investigate the thermodynamic behaviour of our model, we need to calculate
different thermodynamic observables, such as the energy, the end-to-end distance or
the radius of gyration and their thermodynamic derivatives, over a broad temperature
range. For this propose we use the parallel tempering Monte Carlo technique [1, 2],
which enables us not only to calculate all desired observables over a temperature
range, it also helps us to overcome technical problems arising from the complex energy
landscape which even such a simple model features [3].

The Hamiltonian of our system is given by a Lennard-Jones potential which cor-
responds to the excluded-volume and attractive parts of the monomer-monomer in-
teraction, a cosine potential which introduces a bending stiffness to our model and a
spherical cage which restricts the phase space of the polymer to a sphere with radius RS:

H = 4
N−2
∑

i=1

N
∑

j=i+2
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r12

i j

− 1
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i j
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N−2
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(1 − cosθi) (10.3)

×
{

1 if all |ri| < RS

∞ if any |ri| ≥ RS
.
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Figure 10.8: Sketch of a polymer fluctuating inside a spherical cage.

Our main goal was to determine the transition temperatures Tmax of the pseudo-
phase transitions and the dependency of Tmax on the radius of the spherical cage. Good
indicators for the transition temperature are the maxima of the temperature derivative
of several thermodynamic observables, for example of the radius of gyration, d

dT
〈R2

gyr〉,
see Fig. 10.9. For the freezing transition we observe hardly any change in the position of
the phase transition, except for very small radii where the polymer is pressed into very
artificial high-energy states due to the repulsive part of the Lennard-Jones potential. In
contrast to the freezing transition, the transition temperature of the collapse transition
shows a clear dependence on the radius of the sphere. We found the following power
law for this dependency, where TΘ,Nmax is the transition temperature in the confined case
of the collapse transition for a fixed length N of the polymer and TΘ,Nc is the transition
temperature for the free case:

|TΘ,Nmax − TΘ,Nc | = A

(

N
1
2

RS

)3.63(15)

. (10.4)

The amplitude A is the same for all N. Another notable effect is that the direction of the
shift of the transition temperature is opposite to what has been observed in simulations
of different realistic models for specific proteins [4–6]. This may depend on the flexibility
of the polymer: Our polymer is a very flexible one and most proteins are relatively stiff.
The clarification of this question is the objective of further investigations.

[1] K. Hukushima, K. Nemoto: J. Phys. Soc. Japan 65, 1604 (1996)
[2] C.J. Geyer: in Computing Science and Statistics , Proceedings of the 23rd Symposium

on the Interface, ed. E.M. Keramidas (Interface Foundation, Fairfax, Virginia 1991),
p. 156

[3] M. Marenz et al.: Condens. Matter Phys. 15, 43008 (2012)
[4] D.K. Klimov et al.: Proc. Natl. Acad. Sci. USA 99, 8019 (2002)
[5] N. Rathore et al.: Biophys. J. 90, 1767 (2006)
[6] M. Bilsel et al.: in Proceedings of the NIC Workshop From Computational

Biophysics to Systems Biology (CBSB11) – Celebrating Harold Scheraga’s 90th
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Birthday , eds. P. Carloni, U.H.E. Hansmann, T. Lippert, J.H. Meinke, S. Mo-
hanty, W. Nadler, O. Zimmermann, John von Neumann Institute for Computing,
Forschungszentrum Jülich, IAS Series Vol. 8, p. 21 (2012)

10.9 Polymer Aggregation Modeled by Interacting Self-

Avoiding Walks

J. Zierenberg, A. Tretbar, W. Janke

In order to investigate aggregation of flexible polymers in large systems, we decided
to consider interacting self-avoiding walks as a simplified model. This model has been
applied to a variety of problems such as protein folding or surface adsorption and
yielded good qualitative results. The Hamiltonian of the system is given by

H = − (ǫintranintra + ǫinterninter) , (10.5)

where nintra, ninter are the number of contacts of the polymers with themselves and with
each other, respectively. This simple but straightforward model allowed to capture the
qualitative results for few-polymer aggregation of a coarse-grained model investigated
by our group [1].

We applied Metropolis and Parallel Multicanonical [2] simulations to systems with
different number of polymers of fixed length and density. It was possible to observe
an aggregation process with decreasing temperature, see Fig. 10.10. At the transition
temperature, we observed a double peak in the energy distribution with decreas-
ing probability for the intermediate regime, indicating a first-order phase transition.
For increasing system sizes, the Metropolis algorithm showed difficulties in the low-
temperature regime such that the application of the more sophisticated multicanonical
method became more and more necessary. To this end, we successfully applied the
“Polymer Framework”, developed recently in our group.
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(a) (b)

Figure 10.10: Example of the aggregation process for 20 interacting self-avoiding walks of length
13: (a) High-temperature fluctuations and (b) low-temperature aggregation.

The transition temperature of the aggregation was observed to depend on the num-
ber of polymers, the length of the polymers and the density. The explicit dependencies
are currently under investigations. Still, the rich parameter space combined with the
accessible numeric effort promise interesting insight into the aggregation phenomenon
of flexible polymers.

[1] C. Junghans et al.: Europhys. Lett. 87, 40002 (2009)
[2] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)

10.10 Random Heteropolymer Models

V. Blavatska∗, W. Janke
∗Institute for Condensed Matter Physics, National Academy of Sciences of Ukraine,

Lviv, Ukraine

A subject of great interest in both chemical and biological physics are the conformational
properties of long heteropolymer chains. Typical examples are proteins, consisting of
sequences of amino acid residues, connected by peptide bonds. The conformations
of individual macromolecules are controlled by the type of monomer-monomer in-
teractions. In general, the constituents (monomers) of macromolecules in an aqueous
environment can be characterized as hydrophilic or hydrophobic, depending on their
chemical structure. Hydrophilic residues tend to form hydrogen bonds with surround-
ing water molecules, whereas the hydrophobic monomers effectively attract each other
and tend to form a dense hydrophobic core.

We studied the conformational transitions in heteropolymers within the frames of
a lattice model containing two types of monomers A and B, NA monomers of type
A and NB = N − NA monomers of type B. Such a model can describe in particular
the sequences of hydrophobic and hydrophilic residues in proteins [1] and polyam-
pholytes with oppositely charged groups [2]. Restricting ourselves only to short-range
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Figure 10.11: Phase diagrams of heterogeneous polymer chains in T-c space. (a) model 1, (b)
model 2, (c) model 4, (d) model 5.

interactions between any pair of monomers residing on neighboring lattice sites that
are not connected by a covalent bond, we considered 5 different parametrizations of
this model. In particular, model 1 (εAA = εBB = 1, εAB = −1) where like monomers
repel and opposite ones attract each other, refers to strongly screened Coulomb inter-
actions [2]. The model 3 (εAA = 1, εBB = εAB = 0) is a particular case of model 1 and
corresponds to a polymer chain containing charged (A) and neutral (B) monomers.
Model 4 (εAA = −1, εBB = εAB = 0) refers to the (minimal) HP model [5] with hy-
drophobic (A) and hydrophilic (B) monomers. Models 2 (εAA = εBB = −1, εAB = 1) and
5 (εAA = −1, εBB = 1, εAB = 0) can be considered as generalizations of the two above
mentioned cases.

Applying the pruned-enriched Rosenbluth chain-growth algorithm (PERM) [3] we
analyzed numerically the transitions from an extended into a compact state as function
of the inhomogeneity ratio c = NA/N for all five heteropolymer chain models [4]. In
model 3, unlike the other models, the polymer chain expands its size with lowering the
temperature due to the repulsion between monomers, and the polymer chain remains
in an extended state at any temperature. As it shown in Figure 10.11, in model 2, the
so-called θ-transition between an extended and compact state is always present at any
value of inhomogeneity ratio c, whereas models 1, 4 and 5 remain in an extended
state when the concentration of attracting monomers is too small to cause a transition
into the compact state. Note also that at small concentration of attractive monomers,
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the chains can attain the compact state only when they are long enough and have
enough attractive nearest-neighbour contacts to overcome the conformational entropy.
In the limiting case c = 1, models 2, 4 and 5 describe homogeneous polymer chains
with nearest-neighbour attractions (for model 2 also c = 0) with known value of the
transition temperature Tθ = 3.717(3) [3].

[1] K.A. Dill: Biochemistry 24, 1501 (1985); K.F. Lau, K.A. Dill: Macromolecules 22, 3986
(1989)

[2] Y. Kantor, M. Kardar: Europhys. Lett. 28, 169 (1994)
[3] P. Grassberger: Phys. Rev. E 56, 3682 (1997)
[4] V. Blavatska, W. Janke: Conformational transitions in random heteropolymer mod-

els , e-print arXiv:1212.0348 (cond-mat.dis-nn)

10.11 Exact Enumeration of Self-Avoiding Walks on Mul-

tidimensional Critical Percolation Clusters

N. Fricke, T. Peschel, W. Janke

The self-avoiding walk (SAW) is one of the most fundamental models in statistical
physics. Its asymptotic scaling behaviour is characterized by universal exponents,
which are assumed to be valid for a range of systems, from SAWs on a square lat-
tice to flexible polymers in good solvents. The exponents are independent of details
such as the lattice type, but they do depend on the dimensionality of the system.

While SAWs on regular lattices are relatively well understood, their behaviour in
crowded disordered environments still holds many questions. A paradigmatic case are
SAWs on critical percolation clusters, see [1, 2]. At the percolation threshold, the lattice is
disordered on all length scales and the clusters have non-integer fractal dimensions. It is
natural to assume that the clusters’ Hausdorff dimension will take role of the Euclidean
dimension for SAWs on regular lattices. However, there are a number of other fractal
dimensions that might also be relevant. It has even been argued that only the cluster
backbone (Fig. 10.12), the part of the cluster that remains when all singly connected
“dangling ends” are removed, should determine the SAW’s scaling behaviour. While
this is probably not the case, it is clear that the backbone plays a crucial role. Treatment
of the problem with standard numerical tools has proved difficult, and the few existing
analytical results are controversial.

We recently developed a new method to efficiently enumerate all SAW conforma-
tions on a critical cluster or its backbone [3, 4]. Exploiting the clusters’ low connectivity
and self-similarity, it outperforms the best Monte Carlo methods [5]. We have now gen-
eralized the method to systems of arbitrary dimensionality, and recent optimizations
have made it possible to handle 104 SAW steps with 101000 conformations. Preliminary
measurements of SAWs of 103 steps already yielded good estimates for the scaling
exponents on critical clusters in up to seven dimensions. More extensive simulations,
which will shed some light on the role of the fractal dimensions, are ongoing.

[1] B. Barat, B.K. Chakrabarti: Phys. Rep. 258, 377 (1995)
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Figure 10.12: Backbone of a three-dimensional critical percolation cluster. Coloring indicates
chemical distance to the origin.

[2] V. Blavatska, W. Janke: Europhys. Lett. 82, 66006 (2008); Phys. Rev. Lett. 101, 125701
(2008)

[3] N. Fricke, W. Janke: Europhys. Lett. 99, 56005 (2012)
[4] N. Fricke, W. Janke: in Computer Simulation Studies in Condensed-Matter Physics

XXV , eds. D.P. Landau, H.-B. Schüttler, S. Lewis, M. Bachmann, Physics Procedia
34, 39 (2012)

[5] N. Fricke, W. Janke: Eur. Phys. J. – Special Topics 216, 175 (2013)

10.12 Kinetic Growth Random Walks

J. Bock, N. Fricke, W. Janke

Random walks are a field of interest in statistical physics since the 1950s. They are a basic
model of polymers and are investigated in various forms, e.g., the simple random walk,
the self-avoiding walk (SAW) or the kinetic growth walk (KGW). A special interest lies
in their universal scaling behaviour with respect to their end-to-end distance R and
chain length N,

√
〈R2〉 ∼ Nν, where ν denotes the universal exponent. Measurements

were done by our group for self-avoiding walks in two and three dimensions on regular
lattices and diluted lattices [1, 2].

We revisited kinetic growth random walks for two reasons in particular: First they
have not been under investigation since the early 1990s and the results from that time
were to be evaluated by nowadays computational possibilities. Second to compare
these results to those of the self-avoiding walks. To this end, two algorithms were used,
the Rosenbluth-Rosenbluth and pruned-enriched Rosenbluth chain-growth algorithm
(PERM). The results of our work [3] for regular lattices are shown in Fig. 10.13. The
difference between KGW and SAW is obvious and quite similar results were obtained
on diluted lattices. The comparison with previous results is shown in Table 10.1. For
the 2D case, our results are similar to the work done bei Kremer and Lyklema [4] and
in 3D we are between Kremer and Lyklema and Majid [5]. Also in the case of diluted
lattices we obtained different results for SAW and KGW, hence we can conclude both
walks behave differently and are not the same.
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Figure 10.13: Comparison of (a) two-dimensional (2D) and (b) three-dimensional (3D) kinetic
growth walks (KGWs) and self-avoiding walks (SAWs).

Table 10.1: Comparison of the exponent ν for KGWs with previous results.

Authors ν
Majid [5] ν2D = 2/3; ν3D = 1/2

Lam, Zhang [6] ν2D = 0.646
Kremer, Lyklema [4] ν2D = 0.68; ν3D = 0.525

Pietronero [7] ν2D = 3/4; ν3D = 3/5
our work ν2D = 0.682(2); ν3D = 0.520(1)

[1] V. Blavatska, W. Janke: Europhys. Lett. 82, 66006 (2008); Phys. Rev. Lett. 101, 125701
(2008)

[2] N. Fricke, W. Janke: Europhys. Lett. 99, 56005 (2012)
[3] J. Bock: Master Thesis, Universität Leipzig (2013)
[4] K. Kremer, J.W. Lyklema: Phys. Rev. Lett. 55, 2091 (1985)
[5] I. Majid et al.: Phys. Rev. Lett. 55, 1257 (1984)
[6] P.M. Lam, Z.Q. Zhang: Z. Phys. B 69, 65 (1984)
[7] L. Pietronero: Phys. Rev. Lett. 55, 2025 (1985)

10.13 Semiflexible Polymers in Hard-Disk Disorder

S. Schöbl, J. Zierenberg, W. Janke

The conformational properties of polymers exposed to disordered media are strongly
affected by the surrounding disorder potential. For the case of flexible polymers, the
impact of disorder on polymers has already been discussed since long [1–3]. The special
case of geometrical constraining environments has been investigated recently in, e.g.,
Ref. [4]. It is expected that geometrical restrictions to chain conformations also play
a crucial role for biological systems. In these systems, however, polymers may no
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Figure 10.14: Sketch to elucidate the idea of softening and stiffening for polymers with small
and large persistence length ξ at (a) low and (b) high occupation probabilities, respectively. The
double-headed arrow indicates the width of the thermal fluctuations of the polymer.

longer be assumed flexible and models of moderately stiff polymers, called semiflexible
polymers, are introduced. The stiffness is characterized by the persistence length ξ.
On length scales shorter than the persistence length, the polymers behave like stiff
rods; on longer scales, they exhibit entropic flexibility and random coiling occurs.
The geometrical restrictions of the environment along with the intrinsic stiffness of
the polymers lead to an interesting phenomenology, which, in contrast to the case of
flexible polymers, is to date only partially understood [5, 6].

In this work we used an off-lattice growth algorithm [7] and multicanonical simula-
tions to examine the equilibrium properties of a pinned semiflexible polymer exposed
to a quenched random potential consisting of hard disks [8]. The disks are arranged on
the sites of a square lattice. We build up on Ref. [4], where flexible polymers exposed
to hard-disk disorder assembled on the sites of a square lattice were investigated. We
extend the polymer model to comprise bending stiffness. In computer simulations, the
appropriate polymer model is the Heisenberg chain model which in the continuum
limit becomes the worm-like chain, also called the Kratky-Porod model [9].

We found that the polymer, depending on the ratio of persistence length and void
space extension, either crumples up (small ξ) or straightens (large ξ) for increasing
density of the potential (see Fig. 10.14). Besides, the periodic structure of the lattice is
reflected in the distribution functions of the polymer. Furthermore, we found that the
distributions – in the case of pinning the polymer at one end – strongly reflect the local
cluster structure of the disorder. Leaving the constraint of pinning lets the polymer
escape local cavities and gain entropy in larger void-space clusters. The corresponding
distributions for pinned and non-pinned polymers differ considerably. Equipped with
this finding, a challenging next step is to investigate the behaviour of semiflexible
polymers in hard-disk fluid disorder.

[1] M.T. Bishop et al.: Phys. Rev. Lett. 57, 1741 (1986)
[2] A. Baumgärtner, M. Muthukumar: J. Chem. Phys. 87, 3082 (1987)
[3] M.E. Cates, R.C. Ball: J. Physique 49, 2009 (1988)
[4] S. Schöbl et al.: Phys. Rev. E 84, 051805 (2011)
[5] H. Hinsch, E. Frey: Chem. Phys. Chem. 10, 2891 (2009)
[6] P. Cifra: J. Chem. Phys. 136, 024902 (2012)
[7] T. Garel, H. Orland: J. Phys. A: Math. Gen. 23, L621 (1990)
[8] S. Schöbl et al.: J. Phys. A: Math. Theor. 45, 475002 (2012)
[9] O. Kratky, G. Porod: Rec. Trav. Chim. Pays-Bas 68, 1106 (1949)
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10.14 Polymer Framework: A Tool Box for fast Program-

ming of Monte Carlo Simulations

M. Marenz, J. Zierenberg, W. Janke

We have started to create an environment for writing fast and efficient Monte Carlo
(MC) simulations for arbitrary polymer models. Simulations of such systems yield a
better understanding of the behaviour of polymers in specific circumstances [1], or may
provide a good initial guess for creating new ones with specific properties [2]. There
are a lot of different Molecular Dynamics (MD) programs available, which are capable
of simulating biological or synthetic polymers. However, their abilities to perform
MC simulations are rather limited because sophisticated update algorithms are, if
at all, implemented only rudimentary. Although MC techniques, in contrast to MD,
cannot investigate dynamical properties, they are very convenient for investigating
phase transitions and the general character of phase space of arbitrary models in a very
efficient manner. The efficiency comes from the broad range of improved MC techniques
and the possibility to design a suitable propagation of the system as a Markov process
freely.

Unfortunately there exists no widely-used program for MC simulations of polymers.
To write a single program which implements all these techniques and possibilities at the
same time and still remains efficient is nearly impossible. The alternative, writing a new
program from scratch for every demand could be very annoying. That is one reason,
why we developed a framework for MC simulations of polymers. The aim of this
framework is to provide an environment in the C++ programming language, allowing
to perform MC simulations for specific problems in a short time. Another goal of the
framework is the expandability. Thus, one can add new methods, potentials, systems
and update methods, without adjusting all other parts of the framework. To achieve
this goal we divided the problem into single parts, which fit into each other. One can
imagine every part as a brick, which can be combined in order to construct a simulation.

There are five basic building blocks: The smallest building blocks are the atoms. The
next block is the system, which combines all needed atoms and defines the Hamiltonian
of the physical system. On top of the system are the last two main building blocks,
the update move and the MC technique. Moves define single updates of the system,
propagating from the current state to the next one. Additionally a constraint can be
added to every move, in order to simulate a polymer in confinement. An organogram
of the simulation framework is sketched in Fig. 10.15.

Until now, we have implemented several MC techniques such as parallel tempering
[3], multicanonical [4] and Wang-Landau [5]; for recent reviews, see [6, 7]. As system
there are all kinds of linear polymers available, such as simple bead-spring or bead-stick
models, with Lennard-Jones, spring, FENE and bending potentials. Adding further pair
or bending potentials is extremely simple. We have also implemented confinement
constraints such as steric walls, a sphere or a barbell.

As first examples, we are looking at the behaviour of a homopolymer in two dif-
ferent confinements, a polymer inside a sphere and inside a barbell. One important
question here is to what extent the confinement modifies the phase transition proper-
ties compared to those of a free polymer.
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Figure 10.15: The five basic building blocks of the MC simulations framework.
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[7] W. Janke: in Order, Disorder and Criticality: Advanced Problems of Phase Transition
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10.15 The Effect of Multiple Inherent Time Scales on the

Dynamics of the Binary Frustrated Unit

D. Labavić∗, H. Nagel, W. Janke, H. Meyer-Ortmanns∗

∗School of Engineering and Science, Jacobs University Bremen

The motif of a self-activating species A that also activates another species B, which in
turn represses its activator A, is often found in biological systems, particularly in those
featuring inherent oscillatory behaviour. In such biological systems a source of delay
in the interaction is essential for the observed dynamics. Thus different time scales are
present in the interaction of the species. In this research, we investigated how such
different inherent time scales lead to distinct dynamics in a stochastic description of
such a system.
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Figure 10.16: (a) Implementation of the basic motif as a genetic circuit. (b), (c) Probability density
functions for populations NA,NB of species A, B respectively for a fast (b) and slow (c) time
scale of gene activation. For slow genes (c) the bifurcation picture changes and attractors split
up.

We considered a realization as a genetic circuit where two kinds of a proteins act as
species A and B. The mechanism of activation and repression is modeled after genetic
promoter sequences encoded before their respective regulated genes: The binding of
a specific protein to an activating or inhibiting promoter region respectively increases
or decreases the expression rate of the protein associated to that gene, cf. Fig. 10.16.

In previous work [1] we found that one source of delay can be introduced by
making the species B -protein expression and decay slower than that of the A -protein
and could observe oscillations. Depending on the amount of delay, these oscillations are
the consequence of a limit cycle and large excursions from a fixed point in a Hopf–type
bifurcation.

Here we identified and investigated the effect of a second source of delay in the
activation/repression mechanism itself [2]. The corresponding time scale is defined by
the binding rates of the proteins to the genes promoter regions. Employing Monte Carlo
simulations as well as coarse-graining methods in the time domain we were able to
identify distinct dynamic behaviours when the time scale of activation is much faster
than that of species A, as fast as A and as slow as B. The bifurcational patterns change
with the inherent time scales, too.

[1] A. Garai et al.: J. Stat. Mech.: Theor. Exp., P01009 (2012)
[2] D. Labavić et al.: Caveats in modeling a common motif in genetic circuits , e-print

arXiv:1209.0581 (physics.bio-ph), to appear in Phys. Rev. E (2013), in print

10.16 Condensation Shapes in a Stochastic Mass Trans-

port Model

E. Ehrenpreis, H. Nagel, W. Janke

Generic examples for stochastic mass transport processes are traffic flow, force propa-
gation in granular media, aggregation and fragmentation of clusters, and many others
[1]. The transport is classically modeled by probabilities for hopping events from one
site to another. Since such processes are usually out-of-equilibrium, it is in general
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Figure 10.17: Theoretically predicted phase diagram for K(x) ∼ e−xβ and p(m) ∼ e−mγ , exhibiting
condensed phases with point-like, rectangular and parabolic shapes (from left to right). The
predicted value of the exponent α in the scaling law for the condensate extension W with the
number M′ of condensed particles, W ≃M′α, is indicated by the gray code.

difficult to predict possible stationary states. Still, under certain circumstances it is
possible to identify a transition between a liquid-like phase and a phase with a con-
densate (e.g., a “traffic jam”) that are associated with different stationary states. In the
condensate a finite fraction M′ of constituent particles condenses onto a finite exten-
sion W in space, sometimes even onto a single site. This is an example of spontaneous
symmetry breaking which, in contrast to equilibrium systems, can happen here even
in a one-dimensional system.

In previous analytical work [2–4] we concentrated on a class of models with
steady states that factorize over the links of arbitrary connected graphs, so-called pair-
factorized steady states (PFSS). This property enables at least partially an analytic
treatment of the transport properties. In one dimension we could predict the critical
mass density at the condensation transition and in particular the condensate shape
which turned out to be non-universal. Rather, by the competition of local (K) and ul-
tralocal (p) interactions governing the hopping rates, it can be tuned from “extended”
to “point-like” [5]. The resulting phase diagram for the choice K(x) ∝ exp(−xβ) and
p(m) ∝ exp(−mγ) and the analytically predicted exponent α in the scaling law for the
condensate extension, W ∼ M′α, are shown in Fig. 10.17.

The analytical treatment is based on several approximations. To assess their accu-
racy, we have performed extensive computer simulations of the hopping events and
determined the phase diagram numerically [6]. As a result we find very nice agreement
with the theoretical prediction. This is demonstrated in Fig. 10.18 where the measured
condensate shapes are displayed in the β-γ plane. By performing power-law fits of the
condensate widths W against the number of constituent particles M′, we obtain in most
parts of the β-γ plane very good agreement with the predicted values of the exponent
α at a 1% accuracy level.

[1] M.R. Evans et al.: Phys. Rev. Lett. 97, 010602 (2006)
[2] B. Wacław et al.: J. Phys. A: Math. Theor. 42, 315003 (2009)
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Figure 10.18: Numerically determined characteristic condensate shapes for systems of various
β and γ at a condensate volume of about 105 masses. The shapes are derived from averages
over many measured condensate states. The point-like shapes in the upper left region of the
parameter space have not been identified with the present techniques.

[3] B. Wacław et al.: Phys. Rev. Lett. 103, 080602 (2009)
[4] B. Wacław et al.: J. Stat. Mech. P10021 (2009)
[5] B. Wacław et al.: J. Phys.: Conf. Ser. 246, 012011 (2010)
[6] E. Ehrenpreis et al.: Leipzig preprint, in preparation

10.17 Mixed Heisenberg Spin Chains: Theory and Quan-

tum Monte Carlo Simulations

R. Bischof, W. Janke

The original Heisenberg model (developed by Heisenberg during his time in Leipzig)
and its variants are the basis for understanding quantum magnetism. For instance
high-temperature superconducting cuprates can be successfully described as 1D and 2D
quantum antiferromagnets at low doping. Depending on the size of the spins and types
of coupling mechanisms, the model exhibits a rich variety of zero-temperature quantum
critical phenomena. It is well known that uniform chains of half-odd integer spins have
no energy gap between the ground state and first excited states (i.e., they are quantum
critical), whereas chains with integer spins do show an excitation gap [1]. Moreover by
tuning appropriate parameters (such as bond alternation, exchange anisotropy, next-
nearest-neighbour interaction, spin-phonon coupling, etc.), spin chains can be driven
to or away from criticality.
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In this project we consider mixed anisotropic Heisenberg (XXZ) spin chains with
bond alternation for which much less is known than for uniform chains. Specifically,
our focus is on two different mixed quantum XXZ chains consisting of two different
kinds of spins, Sa = 1/2 and Sb = 1 or 3/2, that appear alternatingly in pairs [2].
In order to investigate their quantum critical properties we employ self-implemented
versions of the continuous time loop algorithm [3] and Lanczos exact diagonalization.
By successful generalization of recently proposed quantum reweighting methods [4] to
improved estimators of the loop algorithm, we have been able to determine the phase
diagram in the XY-like region to high precision and could establish a line of continuously
varying critical exponents. This strongly suggests that mixed spin chains are in the
Gaussian universality class characterized by a central charge of c = 1. Furthermore, we
could show the presence of logarithmic corrections in the mixed spin models at the
SU(2) symmetric isotropic point. These logarithmic corrections influence the scaling
and finite-size scaling behaviour on all length scales, which makes the extraction of
critical exponents particularly difficult. It is well known that the homogeneous spin
chains of S = 1 do exhibit such types of corrections [5].

By invoking conformal field theory, we have identified several scaling dimensions
that can all be parametrized in terms of one fundamental parameter, a typical sign of the
Gaussian universality class. To this end we proposed novel string-like order parameters
as a generalization of the disorder parameters of the quantum Ashkin-Teller model. For
the S = 1 chain our generalization corresponds to the order parameter of the dimerized
phase in contrast to the usual string order parameter of the Haldane phase. These
new order parameters offer access to scaling dimensions that differ from those of spin
operators. As a consequence, the validity of scaling relations can be tested with higher
accuracy [6].

Another exotic order parameter is the twist order parameter [7] that is particularly
well suited to signal quantum phase transitions between different valence-bond config-
urations in 1D chains. Despite its potential to accurately locate pseudo-critical points in
quantum Monte Carlo simulations, its scaling behaviour has not yet been studied. Our
attempts to identify scaling behaviour seem to fail due to the inherently non-local na-
ture of the twist order parameter [6], even though according to [7] a scaling dimension
can be assigned.
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10.18 Multicanonical Analysis of the Gonihedric Ising

Model and its Dual

M. Müller, W. Janke, D.A. Johnston∗

∗Department of Mathematics and the Maxwell Institute for Mathematical Sciences,

Heriot-Watt University, Edinburgh, UK

Models of fluctuating random surfaces are of great interest in various disciplines of
physics or biology. Amongst others, they appear in the treatment of complex networks
of membranes [1]. The gonihedric Ising model originates from high-energy physics as
a possible discretisation of the area swept out by a string worldsheet moving through
spacetime [2]. The name comprises the greek words gonia (angle) and hedra (face) as a
reminder of the origin.

A two-dimensional surface is considered to be the assembly of plaquettes in the dual
lattice of a three-dimensional lattice of spins. Whenever contiguous spins have opposite
signs, such a plaquette is introduced separating the two spins. By changing the spin
configuration one effectively alters the surface configuration. Modifying the tendency
of spins to align by fine-tuning of the Hamiltonian of the spin system therefore induces
different properties to the surface [3, 4].

A strong first-order phase transition can be seen in the special case of surfaces that
do not suffer an energy penalty upon self-intersection, as well as glassy dynamics upon
cooling in simulations. This phase transition has been analysed using canonical Monte
Carlo simulations on dual representations of the model [5], leading to inconsistent
results introduced by hysteresis effects.

We investigated the discontinuous phase transition in the original model and its
dual representation with multicanonical simulations that are tailored to overcome slow
dynamics in first-order transitions caused by phase coexistence [6]. In finite systems
and a temperature-driven transition, this is reflected by double-peak distributions of
the energy as shown in Fig. 10.19. The finite-size scaling needed to extract properties
of the infinite system shows a very interesting behaviour. For Potts-like models, there
exists a rigorous theory for peak locations of response functions such as the specific heat
or Binder’s energy cumulant [7, 8]. The leading contribution of the finite-size correction
is expected to be of the order of the inverse volume. For the gonihedric Ising model
and its dual, our data suggests a finite-size scaling ansatz, where the leading correction
is increased by one power of the system size compared to the theory for Potts-like
models. Only then we obtain good agreement between the transition temperatures of
the original model and its dual representation. We found that the unusual scaling ansatz
still coincides with the theory when taking the exponential ground-state degeneracy of
the models into account [9].
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[2] G.K. Savvidy, F.J. Wegner: Nucl. Phys. B 413, 605 (1994)
[3] A. Cappi et al.: Nucl. Phys. B 370, 659 (1992)
[4] R.V. Ambartzumian et al.: Phys. Lett. B 275, 99 (1992)
[5] D.A. Johnston, R.P.K.C.M. Ranasinghe: J. Phys. A: Math. Theor. 44, 295004 (2011);

e-print arXiv:1106.0325 (2011); e-print arXiv:1106.4664 (2011)
[6] M. Müller: Diplomarbeit, Universität Leipzig (2011)
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Figure 10.19: Energy probability density of the gonihedric Ising model near the phase transition
temperature for various lattice sizes. The rare states between the peaks are strongly suppressed
but sufficiently sampled by the multicanonical algorithm. Exemplary configurations for some
energies of a cubic lattice with linear size L = 8 are depicted as well.

[7] C. Borgs, R. Kotecký: J. Stat. Phys. 61, 79 (1990)
[8] W. Janke: Phys. Rev. B 47, 14757 (1993)
[9] M. Müller et al.: Leipzig preprint, in preparation

10.19 Microcanonical Flat-Histogram Sampling

S. Schnabel, W. Janke

Starting from the Metropolis method in 1953 a number of algorithms have been devel-
oped to handle complex problems in statistical physics. In many of them estimators of
quantities like the density of states or the partition function are in some way derived
from histograms, i.e., from measured distributions over a suitable parameter, which is
usually the energy of the system. This process can involve the reweighting of a his-
togram, the determination of the eigenvector of the transition matrix, or – in case of
the Wang-Landau method – the adjustment of the algorithm’s dynamic at run time
while aiming at a flat histogram. Once the density of states is available it can be used
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Figure 10.20: (a) The algorithm is able to determine the density of states 1(E) over a few
hundred orders of magnitude with a high enough precision to produce a flat histogram H(E).
(b) Estimating the density of states from microcanonical averages leads to smaller errors (red)
compared to a conventional multicanonical simulation (blue).

to obtain thermodynamic quantities like the specific heat or the mean energy. As men-
tioned, this approach is based on one or more histograms and derived results inherit
the comparatively large statistical errors associated with them.

Alternatively, the phase space of a system can as well be analyzed by means of a
microcanonical temperature [1] which can be calculated based on gradient and Hessian
of the Hamiltonian [2]. It is in principle possible to go one step further and integrate this
microcanonical temperature, thus constructing the density of states and use it in turn
to drive the Monte Carlo process. This way, shortcomings of the histogram approach
would be avoided. However, the calculation of the Hessian is computational expensive
and such a method would, therefore, in most cases not be practical.

Using the concept of statistical processes we were able to obtain a slightly different
formula where the Hessian is replaced by the Laplacian which can be calculated much
faster. The expression becomes particularly simple for spin models with continuous de-
grees of freedom and we applied the algorithm to the well-known classical Heisenberg
model.

We found that the algorithm converges and that the produced histogram is con-
stant over the entire energy range indicating that the estimate of the density of states
is accurate [Fig. 10.20(a)]. We consider this an achievement since the main objective
of this method is not to balance the histogram but to calculate microcanonical aver-
ages. In comparison to established flat-histogram methods our algorithm is faster, i.e.
produces results with higher precision in less time. Moreover, even a multicanonical
simulation starting with already well-tuned weights (which could be considered a
close-to-optimum histogram-based technique) soon has a larger error than the micro-
canonical sampling [Fig. 10.20(b)].

[1] S. Schnabel et al.: Phys. Rev. E 84, 011127 (2011)
[2] H.H. Rugh: Phys. Rev. Lett. 78, 772 (1997)
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Figure 10.21: Schematic sketch illustrating the behaviour of the spins of the three-state Potts
model in an external magnetic field h.

10.20 Simulated Tempering and Magnetizing Simulations

of the Three-State Potts Model

T. Nagai∗, Y. Okamoto∗, W. Janke

∗Department of Physics, Graduate School of Science, Nagoya University, Nagoya, Japan

The three-state Potts model in an external magnetic field has several interesting ap-
plications in condensed matter physics and serves as an effective model for quantum
chromodynamics [1]. When one of the three states per spin is disfavoured in an external
(negative) magnetic field (see Fig. 10.21), the other two states exhibit Z2 symmetry and
one expects a crossover from Potts to Ising critical behaviour.

To study such a crossover in a two-dimensional parameter space, generalized-en-
semble Monte Carlo simulations are a useful tool [2]. Inspired by recent multi-dimen-
sional generalizations of generalized-ensemble algorithms [3], the “Simulated Temper-
ing and Magnetizing” (STM) method has been proposed by two of us and first tested for
the classical Ising model in an external magnetic field [4]. In the conventional simulated
tempering (ST) scheme [5] the temperature is considered as an additional dynamical
variable besides the spin degrees of freedom. The STM method is a generalization to a
two-dimensional parameter space where both the temperature and the magnetic field
are treated as additional dynamical variables. Recently we have extended this new
simulation method to the two-dimensional three-state Potts model and by this means
generated accurate numerical data in the temperature-field plane [6].

Our STM simulations were performed for lattice sizes L = 5, 10, 20, 40, 80, and 160
with the total number of sweeps varying between about 160×106 and 500×106, where a
sweep consisted of N single-spin updates with the heat-bath algorithm followed by an
update of either the temperature T or the field h. By this means one can easily sample
a wide range of the two-dimensional parameter space and it is straightforward to
compute a two-dimensional map of any thermodynamic quantity that can be expressed
in terms of the energy and magnetization. As an example, Fig. 10.22 shows (a) the
specific heat and (b) the susceptibility for L = 80. We see a line of phase transitions
starting at the Potts critical point at h = 0, TPotts

c = 1/ ln(1 +
√

3) = 0.9950 which
approaches for strong negative magnetic fields the Ising model limit with a critical
point at h → −∞, T

Ising
c = 1/ ln(1 +

√
2) = 1.1346. By means of finite-size scaling

analyses we confirmed that along this transition line the critical exponents indeed fall
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Figure 10.22: (a) Specific heat C/L2 and (b) magnetic susceptibility χ/L2 as functions of T and h
for L = 80. The solid vertical line at T = 1.1346 shows the critical temperature of the Ising model
(in 2-state Potts model normalization).

into the Ising universality class [6], as expected. For positive magnetic fields, the phase
transition disappears altogether.

[1] F.Y. Wu: Rev. Mod. Phys. 54, 235 (1982)
[2] W. Janke: Physica A 254, 164 (1998); U.H.E. Hansmann, Y. Okamoto: In Annual

Reviews of Computational Physics VI , ed. D. Stauffer, (World Scientific, Singapore,
1999), p. 129; W. Janke (ed.): Rugged Free Energy Landscapes: Common Com-
putational Approaches to Spin Glasses, Structural Glasses and Biological Macro-
molecules , Lect. Notes Phys. 736 (Springer, Berlin, 2008)
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(2009)
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[5] A.P. Lyubartsev et al.: J. Chem. Phys. 96, 1776 (1992); E. Marinari, G. Parisi: Euro-

phys. Lett. 19, 451 (1992)
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10.21 Scaling Properties of a Parallel Version of the Mul-

ticanonical Method

J. Zierenberg, M. Marenz, W. Janke
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(a) (b)

Figure 10.23: (a) The working principle of the parallel implementation. After each iteration, the
histograms of the independent Markov Chains are merged, the consecutive weight function
is determined and distributed again onto the independent processes. (b) Statistical speedup
for the multicanonical simulation of the Ising and Potts model as well as the multimagnetic
simulation of the Ising model.

At times, with computer performance increasing mainly in terms of parallel processing
on multi-core architectures, it is crucial to parallelize the applied algorithm. With this
in mind, we extended our Monte Carlo tool box by a parallel implementation of the
multicanonical method. The parallelization relies on independent equilibrium simu-
lations that only communicate when the multicanonical weight function is updated.
That way, the Markov chains efficiently sample the temporary distributions allowing
for good estimations of consecutive weight functions. We discovered that similar ap-
proaches have been made in the literature [1, 2], without giving a detailed answer to
the performance of this parallelization.

We set out to answer this open question for well known simple test systems, namely
the two-dimensional Ising model and 8-state Potts model. They exhibit phase transi-
tions of second and first order, respectively. As the parallelization employs independent
Markov chains, simulations with different number of cores may not be compared one
to one. This demanded a detailed consideration of the involved parameters in order to
compare the average optimal performance at each degree of parallelization.

Overall, the parallelization was shown to scale quite well for up to 64 cores [3,
4]. In the case of multicanonical simulations of the 8-state Potts model, the optimal
performance is limited due to emerging barriers. The parallelization can be applied
also to other flat-histogram simulations, e.g. multimagnetic simulations. It may be
pointed out that no greater adjustment to the usual implementation is necessary and
that additional modifications may be carried along. This allows a straightforward
application of this parallelization to complex systems like (bio) polymers and (spin)
glasses.

[1] V.V. Slavin: Low Temp. Phys. 36, 243 (2010)
[2] A. Ghazisaeidi et al.: J. Lightwave Technol. 28, 79 (2010)
[3] J. Zierenberg et al.: Comput. Phys. Comm. 184, 1155 (2013)
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in print
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