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Abstract

Quanten-Phasenübergänge in antiferromagnetischen Heisenbergschen Spinketten, bestehend

aus zwei unterschiedlichen Spinsorten Sa und Sb, die jeweils paarweise alternierend ange-

ordnet sind, werden für die Fälle Sa = 1/2 und Sb = 1, Sa = 1/2 und Sb = 3/2 sowie

Sa = 1 und Sb = 3/2 anhand von Quanten-Monte-Carlo Simulationen bei tiefen Tempera-

turen untersucht. Variation des Parameters α, der das Verhältnis der Kopplungskonstanten

zwischen Spins ungleicher bzw. gleicher Sorte angibt, führt zu qualitativ unterschiedlichen

Grundzuständen (Quantenphasen). Gemessen und analysiert werden insbesondere der soge-

nannte Twist-Ordnungsparameter sowie die Korrelationslängen in räumlicher und imaginärer

zeitlicher Richtung. Mit Hilfe von Finite-Size Scaling Analysen werden kritische Werte von α,

kritische Exponenten sowie führende Korrekturterme ermittelt.

By means of quantum Monte Carlo simulations at low temperatures, the quantum phase tran-

sitions in antiferromagnetic Heisenberg spin chains consisting of two different kinds of spin, Sa

and Sb, that appear alternatingly in pairs, are investigated for the cases Sa = 1/2 and Sb = 1,

Sa = 1/2 and Sb = 3/2 as well as Sa = 1 and Sb = 3/2. Transitions between qualitatively

different ground states (quantum phases) are induced by varying the parameter α which is the

relative coupling between unlike and like spins. In particular, the so-called twist order param-

eter as well as spatial and imaginary temporal correlation lengths are measured and analysed.

Critical values of α, critical exponents and leading correction terms are extracted by finite-size

scaling analysis.
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Chapter 1

Introduction

The mystery of magnetism has been startling from the very beginning of its discovery, its

true nature was not unveiled until the development of quantum mechanics. The fascinating

insight gained from ideas based on classical models that were inspired by quantum mechanics,

or on quantum models, and the rich variety of unexpected effects has kept theorists and ex-

perimentalists busy throughout the past decades. Not to forget computationalists who found

a prosperous field of research in (quantum) magnetism.

Quantum mechanics showed that it is the fundamental properties of electrons – spin,

kinetic energy, Pauli exclusion principle and Coulomb interaction ([1], p. 11) – that give rise to

various magnetic manifestations such as ferromagnets (Fe, Co, Ni, Gd) and antiferromagnets

(CoO, NiCo, FeO, RbMnFe3). Despite the fundamental insight originating from quantum

mechanics, many properties of magnetic materials in three dimensions can be desribed by

effectively classical models one of which is the classical Heisenberg model that represents spins

as classical vectors that can point into any spatial direction. The typical temperature driven

transition from a long-range ordered (anti)ferromagnetic phase to a paramagnetic phase can

also be modelled by the nearest-neighbour Ising model

H = J
∑

〈i,j〉
Sz

i S
z
j . (1.1)

Even though it incorporates a fundamental quantum feature – the discreteness of spin and its

z-component – the Ising model obeys classical statistical mechanics, which is why it is often

referred to as a “classical” model, with the Ising spins being “classical” variables.

Quantum effects become more apparent in low dimensions, in particular in

one-dimensional spin systems. Chains of localised spins are effectively modelled by the

quantum Heisenberg Hamiltonian

H = J
∑

〈i,j〉

~Si
~Sj . (1.2)

For J < 0 the nearest-neighbour interaction is ferromagnetic (FM) and spins tend to align par-

1



2 CHAPTER 1. INTRODUCTION

allel to each other, while for J > 0 it is antiferromagnetic (AF) with anti-parallel alignment of

spins. The coupling constant J is determined from the orbital overlap integral. If the two elec-

trons involved occupy the same spatial region but different orthogonal orbitals, the interaction

energy will be reduced by parallel alignment of the spins leading to a ferromagnetic coupling

constant. For two electrons that occupy non-orthogonal orbitals that are spatially separated,

anti-alignment of spins reduces the kinetic energy of the electrons, leading to antiferromagnetic

coupling constants.1

Unlike their FM counterparts, AF chains do not have trivial ground states due to another

fundamental quantum feature – the superposition of states. Néel ordered states are not stable

as for the mediation between up and down spins measured along the z-axis (for spin S = 1/2)

by the x- and y-components of the spin operators.

Thus, even though the quantum Heisenberg Hamiltonian in its “pure” form above looks

appealingly simple and tame, the interplay of at least three fundamental quantum features –

discreteness of spin, superposition of states and Berry phase factors – leads to interesting and

exotic effects that include zero temperature quantum phase transitions driven by couplings [2].

The aquisition of a Berry phase factor upon rotation of the z-axis is the origin of a striking

difference between uniform half-odd integer and integer spin chains, as first conjectured by

Haldane in 1983 [3]. For isotropic and translationally invariant couplings, uniform spin chains

are gapless (i.e. critical) for S = 1/2, 3/2, 5/2, . . . and gapped for S = 1, 2, 3, . . ..

A good deal of theoretical and numerical investigation has been carried out since, to

confirm what has become known as Haldane’s conjecture. The ground states of uniform integer

spin chains that can be described by the valence bond picture [4] show “liquid Néel order”.

Uniform half-odd integer spin chains with translationally invariant coupling are critical and

located at a phase boundary that separates different phases that are described by different

valence bond configurations that depend on the specific values of coupling constants of bond

alternating chains. Analogous critical states (i.e. phase boundaries) can be detected for integer

spin chains. The relative coupling ratio, however, is different from unity. Thus, by varying the

bond alternation parameter the quantum spin chain can be driven through a quantum critical

point.

Field theoretical methods based upon the non-linear σ-model are successfully applied

to derive critical theories of quantum spin chains. This thesis, however, will not dive into

this vast field. Interested readers will find an extensive field theoretic treatment of critical

phenomena in [5]. It is the numerical path that will be chosen in this thesis. Quantum Monte

Carlo simulations provide a powerful tool in order to numerically study quantum spin chains.

The Loop Algorithm [6, 7] with its continuous imaginary time extension [8, 9] readily imple-

ments quantum properties of the Heisenberg Hamiltonian and allows for effective simulation

1For more detail on the mechanisms, leading to FM or AF couplings see [1], Chapter 2.
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of quantum spin chains, in particular, close to quantum critical points.

Complementary to numerical work, experimental verification of Haldane’s conjecture

became feasible thanks to the synthetisation of organic and inorganic compounds especially

in the past decade (see Table 1.1). Linear chains of magnetic ions (e.g. S = 1/2: Cu++,

Co++; S = 1: Ni++; S = 5/2: Mn++) are hosted in three-dimensional arrangments of non-

magnetic molecules or ions that screen the magnetic interchain interaction. Materials in which

this interchain interaction is significantly smaller than the intrachain interaction between the

magnetic ions are considered to be quasi one-dimensional (Q1D). The examples of chains with

S = 1 in Table 1.1 show translationally invariant and bond alternating chains, which were

mostly tested in neutron scattering experiments to determine the excitation gap and verify

that for a certain ratio of bond alternation this gap does indeed vanish. In the first line of

Table 1.1 an interesting realisation of a Q1D chain of S = 1/2 is given. At temperatures well

above T ≈ 14K it shows translationally invariant couplings while below due to spin–phonon

interaction it becomes bond alternating with a dimerised ground state. The transition between

these two different phases has become known as a spin-Peierls transition.

In this thesis mixed spin chains will be studied with two different types of spin, arranged

as Sa − Sa − Sb − Sb. The three simplest combinations, including S = 1/2, 1, 3/2, are inves-

tigated by continuous imaginary time quantum Monte Carlo simulations. No realisations of

exactly this spin arrangement are yet known to the author. The mixed spin materials stated in

Table 1.1 either show alternating arrangement with period two and have ferrimagnetic ground

states [10, 13], or incorporate spins of different kind in the crystal structure between the linear

chains. However, the effects of including spins of different magnitude are of great theoretical

interest in order to understand the low-temperature properties of antiferromagnetic Heisenberg

spin chains. Previous theoretical studies have been carried out by mapping onto the non-linear

σ-model for general mixed spin chains [11, 12, 13]. The cases Sa = 1/2, Sb = 1 (model A) as

well as Sa = 1, Sb = 3/2 (model C) have been numerically investigated before [14] by using

the same method and code as in this thesis.

This thesis is organised as follows. In Chapter 2 the basic concepts of statistical physics

that are of central importance in this thesis are briefly recapitulated. Chapter 3 presents one-

dimensional spin chains in a slightly more detailed fashion. The models under investigation

are defined and the valence bond picture that approximately describes different ground states

in uniform and mixed spin chains is introduced. In Chapter 4 quantum critical points are dis-

cussed briefly. The method of data production and analysis is described in Chapter 5. Results

for Sa = 1/2 and Sb = 3/2 (model B) are presented and carefully discussed in Chapter 6.

The other two models qualitatively show the same behaviour and corresponding results are

therefore only representatively reported in Chapter 7. Finally, discussion and summary are

given in Chapter 8.
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Table 1.1: List of materials that realise Q1D spin systems. (Notes: ∗ More recently considered to be a

spin-ladder system with S = 1/2 or approximately a spin chain of S = 1, see references given. ∗∗ See

also references therein.)

Spin Chain Material Refs.

S = 1/2; invariant/alternating CuGeO3 [15]

S = 1/2; FM–AF alternating∗ (CH3)2CHNH3CuCl3 [16, 17, 18]

S = 1/2; AF–AF alternating (CH3)2CHNH3CuBr3 [16, 19, 20]

S = 1/2; FM–AF random alternating (CH3)2CHNH3(ClxBr1−x) [16, 20]

S = 1; invariant CsNiCl3 [21]

Ni(C2H8N2)2NO2(ClO4) (NENP) [22, 23]

Ni(C5H14N2)2N3(ClO4) (NDMAZ) [24, 25]

Ni(C5H14N2)2N3(PF6) (NDMAP) [26, 27]

PbNi2V2O8 [28]

Y2BaNiO5 [29, 30]

S = 1; alternating NMAOP [31, 34]

NTENP [32, 34]

NTEAP [33, 34]

Mixed Spins; Ni-chains coupled R2BaNiO5 [30]∗∗

by magnetic rare earths R (e.g. Pr, Tm)

S = 1/2, 5/2; alternating, ferrimagnetic CuMn(S2C2O2)2 · 7.5H2O [35]

S = 1/2, 1; alternating, ferrimagnetic NiCu(pba)(D2O)3 · 2D2O [36]



Chapter 2

Statistical Physics

In this chapter a quick review of the most important statistical physics background will be

given. In Section 2.1 the partition function and its relation to physical observables will be

presented, and in Section 2.2 we will briefly encounter phase transitions. For detailed insight

in this field the interested reader is referred to standard textbooks such as [37, 38, 39, 40] and

the references given in the text. In Section 2.3 the important connection between d-dimensional

quantum systems and classical systems in d+1 dimensions will be discussed via the imaginary

time formalism. For a more detailed discussion of quantum–classical mapping, in particular

in the context of quantum phase transitions, [2] is highly recommended. For an introductory

study of the imaginary time formalism see for example [41], Chapter 21.

2.1 Partition Function and Physical Observables

For classical systems with constant particle number one is interested in the canonical partition

function Z given by

Z(β) =
∑

i

e−βEi(H,...) , (2.1)

with inverse temperature β = 1/kBT , kB is Boltzmann’s constant which we will set to unity for

all of our discussion. The sum counts all accessible microstates (microscopic configurations) i

weighted with the Boltzmann factor e−βEi(H,...). Ei(H, . . .) is the energy of microstate i that

usually depends on external parameters such as a magnetic field H. Knowing all possible mi-

crostates and the corresponding energies that determine the weights is equivalent to knowing

all thermodynamics of the system. Thus, the partition function contains all relevant thermo-

dynamic information.

The macroscopic values of any physical quantity (observable) A and functions of it are

given by the mean value over all microscopic values Ai,

〈f(A)〉 =
∑

i

pif(Ai) , (2.2)

5



6 CHAPTER 2. STATISTICAL PHYSICS

with pi the probability of microstate i to occur. pi is given by the corresponding Boltzmann

weight, normalised by the partition function,

pi =
1

Z
e−βEi(H,...) . (2.3)

At non-zero temperature the system fluctuates around this mean value. The variance σA of

f(A) = A

σA =
〈

(∆A)2
〉

=
〈

A2
〉

− 〈A〉2 , (2.4)

with ∆Ai = Ai − 〈A〉, is a measure of those fluctuations. The internal energy U of a system is

the mean energy of its microscopic configurations,

U = 〈E〉 =
∑

i

piEi(H, . . .) =
1

Z

∑

i

e−βEi(H,...)Ei(H, . . .) = −∂ lnZ

∂β
. (2.5)

Similarly evaluating (2.2) for the entropy S identifies the free energy F = U − TS as

F = − lnZ

β
. (2.6)

Of particular interest are the first and second derivatives of the free energy with respect

to its external parameters T , H. The magnetisation M of a system of volume V = L3 at

constant temperature and the corresponding magnetic susceptibility χ are given by

V M = −
(

∂F

∂H

)

T
, (2.7)

χ =

(
∂M

∂H

)

T
. (2.8)

Using (2.4) for the magnetisation relates its fluctuations to the susceptibility1

βσM = β
(〈

M2
〉

− 〈M〉2
)

= χ . (2.9)

For non-critical systems the variance (2.4) vanishes for large system size and constant

particle density V/N like 1/N . Thus, in experiments far from critical points that approximately

realise the thermodynamic limit of N → ∞, fluctuations cannot be measured and used to

determine observables related to it. Computer simulations, however, are naturally restricted

to finite and small systems, and fluctuations can readily be used to directly measure for instance

first and second derivatives of the free energy ([42], p. 11).

For quantum problems the energy in (2.1) must be replaced by the Hamiltonian H of

the system. The partition function then becomes the trace of the quantum statistical canonical

1Similarily the specific heat at constant magnetic field is linked to fluctuations of the internal energy, βCH =

kB

(〈
E2
〉
− 〈E〉2

)
.
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density operator

Z(β) = Tr e−βH

=
∑

n

〈n| e−βH |n〉 . . . in a discrete basis ,

=

∞∫

−∞
〈x| e−βH |x〉 dx . . . in a continuous basis .

(2.10)

Observables of quantum systems can be calculated by

〈A〉 =
1

Z
Tr
(

e−βHA
)

. (2.11)

Using the, say discrete, set of normalised eigenvectors of H (= eigenbasis) we write

Z(β) =
∑

n

e−βEn , (2.12)

where En is the eigenvalue of eigenvector |En〉 determined from the eigenvalue equation

H |En〉 = En |En〉 . (2.13)

The crucial part in order to calculate the quantum partition function is the diagonalisation of

the Hamiltonian. This is generally a highly nontrivial task for many body problems particu-

larily if there are off-diagonal elements involved.

2.2 Phase Transitions

Let us begin by remembering the ideal classical ferromagnet as a generic and well-known

example of a system that undergoes phase transitions (see e.g. [39], p. 21 ff.). Below the critical

temperature Tc, the Curie-temperature, the magnetisation will jump (change its sign) if an

applied magnetic field is driven through zero. This transition is of first order. Even in zero

magnetic field below Tc, the classical ferromagnet in three dimensions develops spontaneous

magnetisation, i.e. is ordered, and rotational symmetry is “spontaneously broken”. Raising the

temperature will eventually destroy this order at Tc and the system becomes paramagnetic, full

rotational symmetry then appears restored. This order–disorder phase transition is of second

order. Note that above Tc in systems with continuous and full rotational symmetry no field

driven first-order transitions take place and that temperature driven second-order transitions

cannot happen for magnetic fields 6= 0 in the classical ferromagnet.

A phase transition is called first-order if one of the first derivatives of the free energy

with respect to an external parameter changes its value non-analytically (i.e. jumps). The

free energy itself then exhibits a kink. This is the case for the classical ferromagnet at H = 0.

Here, the relevant first derivative is the magnetisation.
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A phase transition is referred to as second-order, also called continous or critical, if

the correlation length diverges at some critical value of the control parameter. Usually this is

accompanied by the divergence of one of the second derivates. The name “continuous” comes

from the fact that first derivatives do not jump if the second derivatives diverge. Their slope

becomes infinite but they remain continuous. The classical ferromagnet–paramagnet transition

at Tc is of second order. We will only be interested in this kind of phase transitions, continuous

ones, further on.

In many cases, continuous phase transitions are of the order–disorder type. Thus, an

order parameter such as the magnetisation can be defined that is non-zero in the ordered and

zero in the disordered phase to signal the transition. The disordered phase is not complete

chaos but shows short-range order that can be measured by correlation functions. Let us define

the connected magnetic two-point spatial correlation function

Γ(r) =

〈(

m(~r) − 〈m(~r)〉
) (

m(~r0) − 〈m(~r0)〉
)〉

=
〈

m(~r)m(~r0)
〉

−
〈

m(~r)
〉 〈

m(~r0)
〉

, (2.14)

where m(~r) is the magnetisation at position ~r and r = |~r −~r0|, with the total magnetisation

M = 1/V
∫
dV m(~r). Γ(r) measures the correlation between deviations of the local magnetisa-

tion at position ~r from its mean value, i.e. fluctuations, and the same deviations at position

~r0. In the paramagnetic phase 〈m(~r)〉 〈m(~r0)〉 vanishes, which is why the two-point correlation

function very often is also defined just by C(r) = 〈m(~r)m(~r0)〉 (see e.g. [40], Chapter 2). For

sufficiently large r, Γ(r) will decay exponentially with distance r which defines a correlation

length ξ by

Γ(r) ∼ exp

(

−r

ξ

)

. (2.15)

The correlation length will grow if the system approaches the critical point Tc from the disor-

dered phase. At T = Tc, ξ = ∞ and the correlation function still decreases but with an inverse

power of distance,

Γ(r) ∼ 1

rd−2+η
, (2.16)

with d the dimension and η a critical exponent. For d = 3, η controls the deviation from the

usual 1/r decay. Equations (2.15) and (2.16) are expressed in the more general relation

Γ(r) =
1

rd−2+η
Γ̃(r/ξ) . (2.17)

This relation was originally justified by phenomenological extension of mean-field results but

can be proven within the context of renormalisation group theory which we will not utter here

(see e.g. [37], Chapter 7). It reflects that, close to the critical point, ξ is the only relevant

length scale, and with diverging ξ the system becomes self-similar at all length scales. In the

vicinity of Tc the divergence of ξ is asymptotically described by a power-law growth,

ξ(T ) ∼
(

1 − T

Tc

)−ν

for T ≥ Tc , (2.18)
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with ν the critical exponent of the correlation length. Similarily other diverging quantities

show power-law behaviour

A(T ) ∼
∣
∣
∣
∣1 − T

Tc

∣
∣
∣
∣

−%A

, (2.19)

with different critical exponents %A for different observables. Proportionality constants are

generally different below and above the transition. The exponents %A are usually labelled α

for the specific heat, −β for the magnetisation, γ for the susceptibility and δ for the critical

isotherm. These, however, are not completely independent from each other but can be related

through scaling relations,

α = 2 − 2β − γ ,

β =
2 − α

δ + 1
,

γ = ν(2 − η) ,

ν =
2 − α

d
, (2.20)

where the last two lines are so-called hyper-scaling relations.

ξ is the characteristic length scale at which fluctuations occur. With ξ getting larger

and larger as Tc is approached, fluctuations grow. Microscopic details such as the specific

form of short-range interactions do not play a dominant role anymore, and the behaviour of

the system only depends on true long-range charateristics such as dimension and symmetries.

Phase transitions in different systems that have the same dimension and symmetries thus will

show the same universal critical exponents, i.e. they fall into the same universality class.

Real singularities of phase transitions only occur in the thermodynamic limit of infinite

system size. Finite samples (e.g. in the context of computer simulations) show analytic be-

haviour of all thermodynamic quantities. The singularities are smoothed out. Critical points

are then, in fact, pseudo-critical points usually defined by a peak. The reader is to bear this

in mind as we will very often talk about finite systems in the next chapters. To gather infor-

mation about infinite systems from finite-size data is an important task that will be presented

in Section 5.5.2.

Only few models can be solved to determine critical exponents exactly. The most famous

example is the Ising model in two dimensions where the exact solution yields ν = 1, η = 0.25,

β = 1/8 and γ = 7/4 (see e.g. [38], Chapter 5, and the references therein). Experimental and

numerical investigations provide further estimates of exponents of phase transitions in various

systems and models. Some examples are:

• 3D Ising model: Field theoretic studies give ν = 0.6300(15), η = 0.031(4), β = 0.3250(15)

and γ = 1.241(2) [43].

• 3D classical Heisenberg model (Spin S → ∞): Field theoretic studies give ν = 0.705(3),
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η = 0.033(4), β = 0.3645(25) and γ = 1.386(4) [43], compared with ν = 0.7048(30), γ =

1.3873(85) [44] and η = 0.0271(17), β = 0.362(4) [45, 46] from Monte Carlo simulations.

• Spin S = 1/2 Heisenberg model: γ ≈ 1.41 − 1.51 from series expansions [47].

• Inhomogeneous ferromagnets: β = 0.3682(33) from experiments [48].

• 3D XY-model: Combined Monte Carlo and high-temperature expansions give

ν = 0.67155(27), η = 0.0380(4), α = −0.0146(8), β = 0.3485(2) and γ = 1.3177(5) [49],

whereas Monte Carlo studies based on the complex |Φ|4-model yield ν = 0.670(3) and

following from ν, α = −0.010(9) [50]. Earth orbit experiments with superfluid 4He give

α = 0.0127(1) and therefore following from α, γ = 0.6709(1) [51, 52].

2.3 Quantum–Classical Mapping

We have seen that the partition function of a quantum system is the trace of the quantum

statistical operator. This actually also applies to classical systems. It just happens that a

“classical” Hamiltonian is fully diagonal in a “classical” basis from the start, and thus, the

trace turns into the partition function known from classical statistical mechanics.

Lattice spin systems are quantum systems. To perform the trace, we use as a basis of

all many particle states the set of vectors {|φi〉} that contains all possible configurations where

each spin has a defined discrete value

|φi〉 = |(S1,m1), (S2,m2), . . . , (SN ,mN )〉 i , (2.21)

where Sj is the size of spin at site j that can take the values mj = Sj , Sj − 1, . . . ,−Sj . N is

the total number of spins. The discrete set of values for mj is a fundamental quantum feature

of particles that carry spin2.

Generally one is not as lucky as to deal with diagonal spin Hamiltonians. Off-diagonal

elements introduce another fundamental quantum feature. The eigenstates |En〉 of the Hamil-

tonian H are no longer pure classical states that can simply be described by (2.21), but

superpositions of those,

|En〉 =
∑

i

c
(n)
i |φi〉 . (2.22)

The sum runs over the full set of basis vectors. The square of the coefficients’ absolute value
∣
∣
∣c

(n)
i

∣
∣
∣

2
gives the probability of finding a configuration defined by |φ〉 i in a measurement.

This superposition of classical states introduces a new kind of “quantum degree of

freedom” that implies the need of an additional artificial dimension if one wants to keep working

in a classical basis. The fact that computers, so far, cannot represent superpositions of variables

2A more detailed presentation of quantum spin systems will be given in the following chapter.
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makes it clear that the task to map d-dimensional quantum systems onto systems with classical

variables in d + 1 dimensions is of high relevance for computer simulations.

A way to realize this quantum–classical mapping is provided by the quantum statistical

operator itself. e−βH looks strikingly similar to the real time evolution operator e−
i
h̄
Ht. Indeed,

it can be interpreted as “evolution” operator that evolves states in an imaginary time direction

defined by τ = βh̄ which immediately introduces the needed additional dimension. The terms

in the sum of the quantum partition function (2.10),

〈n| e−βH |n〉 = 〈n(0)|n(τ)〉 , (2.23)

are imaginary time transition amplitudes over closed paths, i.e. the probability (if |n〉 is

normalised) of the imaginary time evolved state |n(τ)〉 = e−βH |n〉 again to be in state

|n(0)〉 = |n〉 after time τ . At β = ∞ (T = 0) the quantum statistical operator projects

onto the ground state. This corresponds to infinite imaginary time evolution at the “end” of

which any initial state will be evolved into the ground state if it was not orthogonal to it from

start. Thus, only those states of the basis |n〉 that are not orthogonal to the ground state will

contribute to the partition function for β ≈ ∞. Note that if |n〉 is an eigenvector of H, it

will trivially not change throughout the entire evolution. Instead, if the classical basis (2.21)

is used we will readily observe interesting imaginary time evolution.

Spins are correlated in imaginary time. This can be expressed by defining the spin corre-

lation function along τ analogously to correlation functions along space directions (see [2], p. 19 f)

Γi(τ) =
1

Z
Tr
(

e−βHSz
i (τ)Sz

i (0)
)

− 〈Sz
i (τ)〉 〈Sz

i (0)〉 . (2.24)

Sz
i (τ) = eHτSz

i (0)e−Hτ is the imaginary time evolved z-component of the spin operator ~Si at

site i. We will simply write Sz
i for Sz

i (0). We insert complete sets of eigenstates of H to obtain

Γi(τ)=
1

Z

∑

m,n

e−βEme(Em−En)τ |〈Em| Sz
i |En〉 |2 − 〈Sz

i 〉2

=
2

Z

∑

m,n

e−
β

2
(Em+En) cosh

(

(Em − En)

(

τ − β

2

))

|〈En| Sz
i |Em〉 |2 − 〈Sz

i 〉2 . (2.25)

〈En| Sz
i |Em〉 is the matrix element {Sz

i }m,n in the eigenbasis of H. Taking the limit β → ∞
gives

lim
β→∞

Γi(τ) =
∑

m

e−(Em−E0)τ |〈E0| Sz
i |Em〉 |2

≈ e−∆·τ |〈E0| Sz
i |E1〉 |2 , (2.26)

if the ground state expectation value of the z-component of spin is zero, with ∆ = E1−E0, the

energy difference in the asymptotically dominant term. The simple form of (2.26) is valid when

the ground state and the first excited state are non-degenerate and when there is another finite
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gap to the next excited state. Higher energy differences can then be neglected for sufficiently

large τ , as they will certainly decrease faster. This means, at T = 0, that the asymptotic form

of the temporal two-point correlation function is determined by ∆, the energy gap between

ground state and first excited state,

Γi(τ) ∼ e−∆·τ . (2.27)

This gives, as important result of quantum–classical mapping, the relation between excitation

gap of the d-dimensional quantum spin system and imaginary time correlation length of the

(d + 1)-dimensional classical system at T = 0:

ξτ =
1

∆
. (2.28)

We note from (2.25) that correlations begin to grow again for τ > β/2, which natu-

rally reflects the periodic boundary conditions in imaginary time imposed by the trace in the

partition function.



Chapter 3

Heisenberg Spin Chains

In 1928 during his professorship in Leipzig, W. Heisenberg proposed to study localised electrons

that interact only pairwise through exchange couplings as a model explanation of ferromag-

netism [54]. This is reflected in what is now called “Heisenberg model” (HM). It serves as

a fundamental model for quantum magnetism, superconductivity and charge wave densities.

The antiferromagnetic Heisenberg model (AFHM) furthermore provides an effective Hamilto-

nian for Mott insulators. This chapter will partly follow [1] where, among other topics, an

introduction of the Heisenberg model, its relation to other models, and various applications

can be found.

A general Heisenberg Hamiltonian for uniform spins in zero magnetic field is

H =
∑

〈i,j〉
JxS

x
i S

x
j + JyS

y
i S

y
j + JzS

z
i S

z
j , (3.1)

where Sα
i are the components of the quantum spin operator ~S with spin S at site i, with

S(S + 1) the eigenvalues of ~S2. Jα is the coupling constant for the α-component of the spin,

and translational invariance of Jα has been assumed. 〈i, j〉 indicates that the summation is

over nearest-neighbour pairs of spin only. For Jx = Jy = 0 the above model becomes the Ising

model, for Jz = 0 it is called XY model and for Jx = Jy = J⊥, XXZ model. We will be

concerned with isotropic, antiferromagnetic spin interactions,

H = J
∑

〈i,j〉

~Si · ~Sj , (3.2)

where Jx = Jy = Jz = J ≥ 0.

In the following two sections the spin operators and their matrix representations in order

to construct two-particle and many-body spin Hamiltonians will be presented. Spins of higher

magnitude will then be represented by subspins of S = 1/2 in Section 3.3. Uniform and mixed

spin chains will be introduced in Section 3.4, together with the valence bond picture to describe

ground state properties and quantum phase transitions between qualitatively different ground

13



14 CHAPTER 3. HEISENBERG SPIN CHAINS

states. Finally, in Section 3.5 observables of spin chains that are of central importance in this

thesis will be described. For general background of quantum mechanics see for example [41].

3.1 Spin

Spin, an intrinsic feature of quantum particles, is associated with classical angular momentum,

but unlike its classical counterpart the orientation of spins cannot point everywhere in space.

The orientation is quantised and can only take on 2S+1 discrete values m = −S,−S+1, . . . ,+S

along one arbitrary quantisation direction.

The spin operator ~SS = (Sx
S,Sy

S,S
z
S) of spin size S is a three component vector operator.

The matrix elements of Sα
S in the usual representation where the z-axis is chosen to be the

quantisation direction are given by

〈

S,m′∣∣ Sx
S |S,m〉 =

h̄

2

(√

S(S + 1) − m(m + 1) · δm′,m+1

+
√

S(S + 1) − m(m − 1) · δm′,m−1

)

,

〈

S,m′∣∣ Sy
S |S,m〉 =

h̄

2i

(√

S(S + 1) − m(m + 1) · δm′,m+1

−
√

S(S + 1) − m(m − 1) · δm′,m−1

)

,

〈
S,m′∣∣ Sz

S |S,m〉 = h̄mδm′,m . (3.3)

Here, |S,m〉 is the single particle state from the many-body Ising basis (2.21), h̄ is Planck’s

constant which will be set to unity further on. Sz
S is diagonal and all states of basis (2.21)

are its eigenvectors. Sx
S and S

y
S have non-zero off-diagonal elements and thus mediate between

states of different orientation m. This is better reflected by introducing raising and lowering

spin operators,

S+
S = Sx

S + iSy
S ,

S−
S = Sx

S − iSy
S . (3.4)

The action of S±
S on a spin state |S,m〉 is

S±
S |S,m〉 ∼







|S,m ± 1〉 for m 6= ±S

0 for m = ±S .
(3.5)

All spin operators obey the following commutation relations:
[

Sα
S ,Sβ

S

]

= iεαβγS
γ
S ,

[

Sz
S,S

±
S

]

= ±S±
S ,

[

S+
S ,S−

S

]

= 2Sz
S ,

[

~S2
S,S

±
S

]

= 0 , (3.6)
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where εαβγ is the antisymmetric tensor which is 1 for even permutations of αβγ and −1 for

odd permutations.

For the special case of S = 1/2 the spin operators can be expressed in the Sz
1/2-basis as

Sα
1/2 = 1

2σα, with the Pauli matrix representation

σx =




0 1

1 0



 , σy =




0 −i

i 0



 , σz =




1 0

0 −1



 . (3.7)

Raising and lowering operators are

S+
1/2 =




0 1

0 0



 , S−
1/2 =




0 0

1 0



 . (3.8)

For S = 1 and S = 3/2, the S±
S in matrix representation are

S+
1 =








0
√

2 0

0 0
√

2

0 0 0








, S−
1 =








0 0 0
√

2 0 0

0
√

2 0








,

S+
3/2 =










0
√

3 0 0

0 0 2 0

0 0 0
√

3

0 0 0 0










, S−
3/2 =










0 0 0 0
√

3 0 0 0

0 2 0 0

0 0
√

3 0










. (3.9)

Many particle states such as the Ising basis states (2.21) are direct products of single particle

states

|φ〉 = |(S1,m1), (S2,m2), . . . , (SN,mN)〉 = |S1,m1〉1 ⊗ |S2,m2〉2 ⊗ · · · ⊗ |SN,mN〉N . (3.10)

Single particle operators act, of course, only on the corresponding single particle part of many

particle states

Si |φ〉 =
� |S1,m1〉1 ⊗ · · · ⊗ Si |Si,mi〉 i ⊗ · · · ⊗ � |SN,mN〉N , (3.11)

where Si can be any operator acting on particle i, and
�

denotes unit operators Si.
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3.2 Two-Particle Systems

Two-particle problems are of central importance in this thesis, in particular the case S1 =

S2 = 1/2. For simulational purposes all many-body Hamiltonians will be reduced to repeated

two-particle interactions in Chapter 5. Furthermore, in the following section we will see how

spins of size S ≥ 1 can be decomposed into subspins with S = 1/2, thus ending up with the

simplest two-particle interaction Heisenberg Hamiltonian. In terms of raising and lowering

operators, the Hamiltonian (3.2) for two particles reads

H12 = J~S1 · ~S2 = J

(

Sz
1S

z
2 +

1

2

(

S+
1 S−

2 + S−
1 S+

2

))

. (3.12)

The Ising basis contains four vectors:

|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉 , (3.13)

where ↑ (↓) stands for m = +1/2(−1/2). We will from now on omit the quantum number S

in state vectors as well as the subscript of spin operators and only remember it where it seems

necessary. In this basis the Hamiltonian has the following matrix representation:

H =
J

4










1 0 0 0

0 −1 2 0

0 2 −1 0

0 0 0 1










. (3.14)

Diagonalisation gives the set of eigenvectors and energies:

E1,2,3 =
J

4
: |E1〉 = |↑↑〉 ,

|E2〉 =
1√
2

(|↑↓〉 + |↓↑〉) ,

|E3〉 = |↓↓〉 ,

E4 = −3J

4
: |E4〉 =

1√
2

(|↑↓〉 − |↓↑〉) . (3.15)

It follows that for J < 0 the system is ferromagnetic with threefold degenerate ground state

that correspond to three possible orientations of total spin Stot = S1 + S2 = 1. For J > 0 it is

antiferromagnetic with a unique singlet ground state that has total spin Stot = S1 − S2 = 0.

Similarly, H can be constructed for any two-spin system of arbitrary spin size S1 and

S2. The dimension of the matrix will be (2S1 + 1)(2S2 + 1). For ferromagnetic coupling the

ground state will be (S1 + S2)-fold degenerate with maximally possible total spin, while in the

antiferromagnetic case the ground state degeneracy will be |S1 − S2| with minimally possible

total spin. The energies of the two cases for the six simplest two-particle systems are listed in

Table 3.1.
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Table 3.1: Energies of ferromagnetic (FM) and antiferromagnetic (AF) ground states of the six simplest

two-particle Hamiltonians, H = JS1S2. Values are given in units of J , the coupling strength.

S1 − S2 : 1

2
− 1

2

1

2
− 1 1

2
− 3

2
1− 1 1− 3

2

3

2
− 3

2

FM 1
4

1
2

3
4 1 3

2
9
4

AF −3
4 −1 −5

4 −2 −5
2 −15

4

3.3 Representing Spins of Higher Magnitude

We will now show how a spin of size S can be represented by 2S subspins of site 1/2. In

Chapter 5 we will see how correspondingly computer simulations of spin chains with Si ≥ 1

can be implemented by using subspins [55, 56]. Section 3.4 introduces singlet couplings [4]

between subspins in order to describe antiferromagnetic ground state properties.

A state |n〉 of 2S subspins is

|n〉 = |m1,m2, . . . ,m2S〉 , (3.16)

where mi = ±1/2 gives the orientation of subspin i. The new basis consists of 22S states and

is thus larger than the original one with 2S + 1 states. This is clearly due to the fact that 2S

spins of size s = 1/2 can also couple to form states of total spin stot < S. As these states do

not serve our purpose to represent spins of size S, they need to be projected out. This is done

by the symmetrisation operator [56],

P =
1

nP

nP−1
∑

α=0

Xα , (3.17)

where {Xi} is the complete set of all possible permutations of the spins in a basis vector, with

X0 =
�
. nP = (2S)!/n+!n−! is the number of possible permutations of basis vectors with

2S subspins of which n± have m = ±1/2. This prefactor 1/nP on the one hand accounts for

the normalisation 1/
√

nP of a symmetrised basis state P |n〉 , and on the other hand for its

multiplicity as P |n〉 will appear nP times in the basis set giving another 1/
√

nP. The matrix

elements of P are

〈

m′
1,m

′
2, . . . ,m

′
2S

∣
∣ P |m1,m2, . . . ,m2S〉 =

1

nP
δn′

+,n+
, (3.18)

where n′
+ (n+) is the total number of spins with m = +1/2 in the state 〈m′

1,m
′
2, . . . ,m

′
2S|

(|m1,m2, . . . ,m2S〉). For, e.g., S = 1 there are two subspins. Choosing the two-particle

basis (3.13) the matrix form of P is

P =










1 0 0 0

0 1
2

1
2 0

0 1
2

1
2 0

0 0 0 1










, (3.19)
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with P2 = P and TrP = 3 = 2S + 1 as desired. Spin operators are now decomposed into

subspin contributions, to be applied on the projected space

~S = ~stot =
2S∑

i=1

~si , (3.20)

and the expectation values of total spin and its component in quantisation direction for the

symmetrised basis states are

〈m1,m2, . . . ,m2S| ~S2P |m1,m2, . . . ,m2S〉 =
1

nP
S(S + 1) , (3.21)

〈m1,m2, . . . ,m2S| SzP |m1,m2, . . . ,m2S〉 =
1

nP
(n+ − n−) . (3.22)

Note that [P,Sz] = [P, ~S2] = 0 and P2 = P, and therefore it is sufficient to project only

once. The two-particle Hamiltonian (3.12) for two large spins S1 and S2 becomes the sum of

pairwise interacting subspin parts on the projected space

H12 = J





2S1∑

i=1

~si,1









2S2∑

j=1

~sj,2



 , (3.23)

such that

Z = Tr
(

e−βH12P
)

, (3.24)

where the trace has to be performed using the subspin basis.

3.4 Uniform and Mixed Spin Chains – Models A, B and C

The Hamiltonian (3.2) can be readily generalised to chains of different kinds of spin. We will

refer to those as mixed or inhomogeneous spin chains, whereas the former will be called uniform

or homogeneous. Out of the huge variety of mixed spin chains imaginable we will specialise to

three models which are represented by

H =

L/4
∑

i=0

J1
~SSa

4i+1
~SSa

4i+2 + J2
~SSa

4i+2
~SSb

4i+3 + J1
~SSb

4i+3
~SSb

4i+4 + J2
~SSb

4i+4
~SSa

4i+5 , (3.25)

where the superscripts Sa and Sb denote the two kinds of spin involved, with (Sa = 1/2, Sb = 1),

(Sa = 1/2, Sb = 3/2) and (Sa = 1, Sb = 3/2) which will further be called models A, B and C,

respectively. J1 is the coupling constant between like spins and J2 between spins of different

size. The basis cells of all models are shown in Fig. 3.1. We choose J1 as energy scale to

introduce the dimensionless coupling ratio α = J2/J1. Definition (3.25) then turns into

H =

L/2
∑

i=0

~S2i+1
~S2i+2 + α~S2i+2

~S2i+3 . (3.26)
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J1 J2 J1 J1 J2 J1 J1 J2 J1

A B C

Figure 3.1: Basis cells of the three different mixed spin chains A, B and C. Filled circles denote

subspins of size s = 1/2. J1 and J2 indicate the coupling parameters that control the corresponding

interaction.

Here we assume the proper spin operator to be applied at each site. Generally, in all of our

discussion of uniform and mixed spin chains, periodic boundary conditions will be used. For

Sa = Sb we end up with bond-alternating uniform spin chains with alternation parameter α.

Models A, B and C serve as the simplest possible testing ground that includes mixed

spins to investigate a certain type of quantum phase transition. The arrangement Sa − Sa −
Sb − Sb ensures antiferromagnetic ground states. For alternatingly arranged spin types the

ground state would be ferrimagnetic [10, 13]. Therefore, we end up with a Hamiltonian that

has broken translational symmetry, yet this symmtry is retained with period 4 (one basis cell).

Full rotational symmetry, however, which is typical for the isotropic Heisenberg model is still

present.

3.4.1 Ground State and Excitations

Ground state and low-lying excited states are of obvious interest in the low temperature regime.

Unlike the FM case, the AF ground state does not exhibit trivial long range order in one dimen-

sion. For S = 1/2, the classical Néel state (|↑↓↑↓ . . .〉) which does minimise the magnetisation,

is not an eigenvector of the Heisenberg Hamiltonian. Take the simple AF-chain with S = 1/2 as

an example. Its ground state energy can be calculated exactly via the Bethe Ansatz [57, 58, 59].

The energy per site, eA, in the thermodynamic limit is

eA = J(
1

4
− ln 2) . (3.27)

The ground state is unique with full rotational symmetry and total magnetisation mtot = 0.

In contrast, the energy expectation value of the Néel state is −J/4 which is significantly higher.

In the thermodynamic limit the spectrum of the uniform antiferromagnetic chain with S = 1/2

is continuous, gapless and bounded by

e − eA

J
=







π
2 J |sin q| lower bound

πJ
∣
∣sin q

2

∣
∣ upper bound ,

(3.28)
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where q is the wave number of the excited state relative to the wave number of the AF ground

state. The elementary excitations of spin chains are quasiparticles called spinons. These appear

pairwise and can be interpreted as moving domain boundaries between Néel ordered phases

with momentum q, where q = k1 + k2 the sum of spinon momenta. The lower boundary shows

that for q = 0, π there are gapless excitations.

So, even for the simplest antiferromagnetic Heisenberg chain things turn out to be

more complicated than the simplicity of its Hamiltonian might tempt to expect. Models with

larger spin or higher dimensions are not exactly solved. Even numeric exact diagonalisation

of models with larger spins quickly becomes impossible due the fast growing dimensionality of

the problem. There are, however, a few strict theorems on what the ground state must look

like that apply to models on bipartite lattices. A bipartite lattice can be separated into two

sublattices A and B where each site of lattice A only couples to sites that belong to lattice B

and vice-versa. One-dimensional chains with nearest-neighbour interaction are trivially always

bipartite lattices.

The following theorems and their proofs are given in [1]1. The proofs make use of a

rotation of coordinates on one of the two sublattices:

Sz
i → Sz

i ,

S+
i → −S+

i ,

S−
i → −S−

i , (3.29)

where all sites i belong to one of the two sublattices, A or B. They apply to uniform spin

chains but can be generalised to mixed chains with no special effort as will shown immediatly.

This generalisation, however, does yet not appear to exist in the literature.

Marshall’s sign criterion states that at fixed magnetisation M for the lowest energy

state

∣
∣
∣ΨM

0

〉

=
∑

n

(−1)ΓnfM
n |φn〉 , (3.30)

Γn =
∑

i∈B

(Si + mi)n ,

holds, B denotes one of the two sublattices. (. . .)n indicates that Si and mi are taken from

basis state |φn〉 . fM
n ≥ 0 can always be chosen. The only “effort” to generlise the above

theorem to mixed spin chains was to replace S in the original proof by Si in order to consider

the different size of spin at each site. This theorem states that for given magnetisation M the

state with the lowest energy is always the one with the most antisymmetric combination of

Ising basis states |φα〉 , as can be seen by closer inspection of the states (3.30).

1See also the bibliography in [1], Chapter 5
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Marshall’s second theorem [60, 10] assures that for the ground state

〈Ψ0| Stot |Ψ0〉 = min , (3.31)

where “min” indicates the minimally possible value of total spin. In the proof of Marshall’s

second theorem it is shown that the energy is a monotonically increasing function of the total

spin (see [1], p. 56). At no point of the proof a restriction on the size of each individual spin

is needed. Therefore, the above theorem trivially applies to general spin chains. Thus, the

ground state of uniform spin chains is a singlet of total spin zero, but also the ground state of

general mixed spin chains will, if compatible with the chain composition, always be a singlet

of total spin zero.

The third important theorem was found by Lieb et al. in 1962 and provides information

about the excited states, in particular the first excited state. For the isotropic AFHM (with pe-

riodic boundary conditions) of homogeneous one-dimensional half-odd-integer spin chains there

exists an excited state the energy of which is of order L−1, with L the chain length. Thus, the

spectrum is gapless in the limit L → ∞, but only for spin S = 1/2, 3/2, 5/2, . . .. This is gener-

ally referred to as Lieb-Schultz-Mattis (LSM) argument. It does not state anything about

integer spin chains. It was not until 1983 that Haldane [3] conjectured by semiclassical quantisa-

tion of the non-linear σ-model that there actually is a fundamental, intrinsic difference between

uniform integer and half-odd integer spin chains with translationally invariant coupling. Uni-

form integer spin chains do show an excitation gap in their energy spectrum, called Haldane

gap, even in the limit L → ∞. A rigorous proof of this conjecture, however, is still lacking [61].

Let us quickly repeat the principle steps of the LSM argument. We define the unitary

“twist operator”,

UT = exp



i
2π

L

L∑

j=1

jSz
j



 . (3.32)

UT rotates the spins of a chain of length L with relative angle 2π/L in the x-y-plane between

each neighbouring pair. The last spin in the chain is rotated by 2π. Applying this operator

to the ground state |Ψ0〉 creates an excitation |Ψ1〉 = UT |Ψ0〉 the energy of which is the

ground state expectation value of the transformed Hamiltonian 〈Ψ0| U−1
T HUT |Ψ0〉 . The

transformation changes only the off-diagonal elements of H by introducing an exponential

factor,

〈φm| U−1
T HUT |φn〉 = e±i 2π

L 〈φm| H |φn〉 , (3.33)

the sign of which depends on |φm〉 and |φn〉 . The ground state expectation value of the twisted

H can be written as

〈Ψ0| U−1
T HUT |Ψ0〉 = E diag

0 + cos

(
2π

L

)

E offd
0

≈ E diag
0 +

(

1 − 1

2

(
2π

L

)2
)

E offd
0 , (3.34)
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Table 3.2: Implications of LSM argument for half-odd integer and integer spin chains [62].

half-odd integer spin chains integer spin chains

Sz
1 − M 6= integer Sz

1 − M = integer

⇓ ⇓
zL→∞ = 0 zL→∞ 6= 0 is possible

⇓ ⇓
states excited by (3.32) are states excited by (3.32) are

orthogonal to the ground state not orthognal to the ground state

⇓ ⇓
system is gapless system can be gapped

where E diag
0 and E offd

0 are the contributions to the ground state energy of the original un-

twisted Hamiltonian from diagonal and off-diagonal elements, respectively. E offd
0 is negative

and proportional to L leaving an effective excitation energy of order 1/L. Still, |Ψ1〉 is not

necessarily an eigenstate of H. If, however, ground state and excited state can be shown to be

orthogonal, i.e. if 〈Ψ0|Ψ1〉 = 0, then there exists at least one eigenstate of H of the same order

of energy [62].

Homogeneous spin chains are translationally invariant (with translation operator

T1 : Sα
j → Sα

j+1). Thus, |Ψ0〉 must be invariant under simple translation too,

zL := 〈Ψ0|Ψ1〉 !
= 〈Ψ0| T−1

1 UTT1 |Ψ0〉 = e(i2π(Sz
1−M))zL . (3.35)

zL is called twist order parameter, M is the magnetisation, which will be zero in case of

antiferromagnetic ground states, and Sz
1 is the z-component of the spin at site i = 1. There are

two possible solutions for the last equation: (i) zL = 0 and (ii) the exponential equals unity.

In case (i), |Ψ0〉 and |Ψ1〉 are orthogonal and the spectrum is gapless. In case (ii), zL 6= 0 is

possible and the spectrum can be gapped in the limit L → ∞. For clarity the consequences of

the LSM argument are listed in Table 3.2 for the two different cases.

Definition (3.32) gives a hint to the source of this difference, the last spin is rotated

by 2π. This is yet not enough for half-odd integer spins to recover their original state |Ψ〉
but − |Ψ〉 . Only rotations about 4π will end up in the initial state. Thus, a Berry phase

factor is introduced that leads to orthogonality of the states excited by (3.32). As claimed

in [11] the LSM argument can also be applied to mixed spin chains of type A, B and C.

However, translational invariance is only retained with respect to the basis cells of a chain

(i.e.: T4 : Sα
j → Sα

j+4). A closer inspection shows

〈Ψ0| T−1
4 UTT4 |Ψ0〉 = 〈Ψ0| exp



i
2π

L





L∑

j=1

(j − 4)Sz
j + L(Sz

1 + Sz
2 + Sz

3 + Sz
4)







 |Ψ0〉 =

= exp (i2π(Sz
bc − 4M)) zL . (3.36)
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Here, M again is the magnetisation, whereas Sz
bc denotes the total z-component of spin in the

first unit cell. As all z component spin operators are diagonal we can replace them by their

expectation values. Again, M = 0 should hold for the ground state and so gapless phases can

only occur for non-integer values of Sz
bc. For models A, B and C this is trivially integer valued

for α = 1, and therefore our mixed spin chains with full translational invariance of coupling

constants are gapped. With varying α, however, Sz
bc must be replaced by some effective value

that depends on α, Sz
eff(α) [11].

3.4.2 Exact Energy Gap of Small Systems

By straightforward diagonalisation with routines from Numerical Recipes [63] the energy gap ∆

between ground state and first excited states has been calculated for small volumes of uniform

spin chains (Fig. 3.2), for the basis cells of all three mixed spin models and for two basis cells

of models A and B (Fig. 3.3). By introducing α, the uniform chains become bond alternating

models. For S = 1/2 the minimum must shift to α = 1 (i.e. the uniform chain without bond

alternation) for infinite system size in order to be consistent with the LSM argument. For the

same reason it is clear that the minimum for S = 1 cannot converge to α = 1 as this chain is

gapped for α = 1, but has a phase transition at a different value of α. The chain with S = 3/2,

however, that according to LSM is gapless at α = 1 does not yet show the tendency to converge

appropriately at system sizes as small as = 4, 6. The infinite system gaps of uniform spin chains

with α = 1 have been calculated by [53] with quantum Monte Carlo methods: ∆ = 0.41048(6)

for S = 1, ∆ = 0.08917(4) for S = 2 and ∆ = 0.01002(3) for S = 3. All three mixed systems

show a minimum ∆ at some value of α which is the finite size remnant of a gapless point αc

in the thermodynamic limit.
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Figure 3.2: Exact excitation gap ∆ for small volumes of uniform spin chains with S = 1/2 (a) and

S = 1, 3/2 (b) against α.
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Figure 3.3: Exact excitation gap ∆ of the basis cells of mixed spin chains against the coupling ratio α.

(a) Model A for one and two basis cells. (b) Model B for one and two basis cells. Model C ((c) and

(d)) does yet not show a second minimum of the excitation gap even at large α.

3.4.3 Valence Bond States and Phase Transitions

To qualitatively and intuitively understand the nature of the different phases under consid-

eration, it is convenient to introduce the picture of valence bonds (VB). Pairs of spins with

s = 1/2 (which are the subspins of higher magnitude spins) combine to form singlet states
(

1√
2
(|↑↓〉 − |↓↑〉)

)

called valence bonds.

The operator that creates a VB between sites i and j is defined by

B
†
ij |0〉 :=

(

a
†
ib

†
j − b

†
ia

†
j

)

|0〉 , (3.37)

where a† and b† are Schwinger boson operators (see e.g. [1], Chapter 7) that create spin-up-like

and spin-down-like particles respectively and |0〉 is the vacuum with respect to bosons. B
†
ij is

called a bond operator as it creates a valence bond singlet between sites i and j. A general

VB state is then given by

|ΨVB〉 =
∑

α

cα

∏

(i,j)∈Λα

B
†
ij |0〉 , (3.38)

where the condition (i, j) ∈ Λα simply means that the bond configuration must be compatible

with spin sizes and lattice structure, cα are the corresponding coefficients. The states |ΨVB〉
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B

A

C

Figure 3.4: Valence bond configurations of the basis cells of mixed spin chains. Filled circles represent

subspins with s = 1/2. Valence bond singlets are represented by lines connecting two subspins at

different sites. Model C has an additional phase.

include all possible bonds, also between sites separated more than one lattice spacing. It turns

out that for many models the coefficients can be set to zero if bonds are included that connect

sites of distance more than one lattice spacing. The remaining VB states then form a restricted

class of states [62] the constituent wave functions of which are described by

|Ψm,n
VBS〉 :=

1√
N

L/2
∏

k=1

(

B
†
2k−1,2k

)m (

B
†
2k,2k+1

)n
|0〉 , (3.39)

where N is a normalization factor and m and n again must satisfy spin- and lattice-compatibility

conditions in order to create allowed bond configurations. Here, m + n is equal to the number

of maximally possible bonds for each basis cell such that all subspins are part of a VB. For

m 6= 0 and n 6= 0, |Ψm,n
VBS〉 is generally called a “valence bond solid” (VBS), in case of either

m = 0 or n = 0 one talks about a “valence bond dimer”, which is often not called a VBS.

The possible VB configurations of our models are shown in Fig. 3.4. This does not necessarily

mean that either of our models is in a VB state but rather that its ground state might be

approximated by one of the VB states.

VB states are not exact ground states of the AFHM, but they serve as good varia-

tional trial states with cα, the variational parameters. Hamiltonians for which VB states are

exact ground states can be constructed. Affleck et al. [4, 64] for example proposed a Hamil-

tonian with biquadratic interactions that include the AFHM as special case. The model is

called AKLT-model and shows a VBS ground state for special values of the quadratic term.
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Figure 3.5: Valnce bond solid configuration of uniform spin chain with S = 1. If this is the ground

state VB configuration of the chain, it is said to be in the “Haldane phase”. Top: Filled circles denote

subspins and lines VB singlets between subspins. The 0’s indicate that the total spin of connected

subspins is zero. The entire chain has total spin zero. Bottom: Spin configuration that contributes to

the VBS. Arrows denote subspins and the number show the total spin orientation m at each site.

In contrast, a model proposed by Majumdar and Ghosh [65] with next-nearest neighbour in-

teraction has a dimerised VB ground state. In case of our models for a coupling ratio α = 0,

the ground state is trivially best approximated by the dimerised VB configuration, i.e. the

left-most configurations in Fig. 3.4.

VBS states are quantum disordered even at T = 0 in the sense that the spins form some

“liquid Néel” order. This is illustrated by an example for the uniform chain with S = 1 in

Fig. 3.5. Spins with m = ±1 occur in alternating order but can be separated by any (random)

number of spins with m = 0 [61]. Consequently, correlations are short ranged in VBS states.

In fact, a VBS state in this case is the superposition of all wave functions that show “liquid

Néel” order. The VB picture was extended to a singlet-cluster picture to include also singlet

bonds of more than just two sites [13].

Phase Transitions in Models A, B and C

For transitions between different VB configurations to take place at a critical coupling ratio

αc the bonds on one “chain” of subspins must break and rearrange. At the critical point the

system then hosts a “subchain” with s = 1/2 which gives rise to gapless excitations [12, 13]. By

varying the coupling ratio α = J2/J1 from zero to low non-zero values, spins that are initially

uncoupled begin to “feel” each other’s presence. Still, however, the “original” bonds shown

by the left-most configurations in Fig. 3.4 dominate until at the critical points αc both bonds

are equally relevant. Further raising the parameter α, leads to another phase where now the

bonds between unlike spins come into play (see the second column in Fig. 3.4). In models A

and B the bonds between the two spins of size Sa = 1/2 disappear, whereas model C enters

an intermediate phase with valence bonds between all spins. Even in model C, however, the

bonds between the smaller spins of size Sa = 1 disappear for sufficiently large α.
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3.5 Observables

3.5.1 Twist Order Parameter

In Section 3.4.1 we have introduced the twist order parameter as the ground state expectation

value of the twist operator,

zL = 〈Ψ0| UT |Ψ0〉 . (3.40)

In [62] it was proposed to use zL as an order parameter to signal transitions between different

VB configurations. zL in fact, is a complex quantity. For periodic boundary conditions,

however, parity symmetry of (3.32) ensures that it is real. Consequently we will only consider

the real part of zL and refer to it by the same name. As different gapped phases are separated

by gapless phase boundaries, zL = 0 is a sufficient condition for the critical point. Furthermore,

it was shown in [62] for the restricted class of VB states (3.39) of general homogeneous spin

chains that

〈

Ψ
(m,n)
VB

∣
∣
∣ UT

∣
∣
∣Ψ

(m,n)
VB

〉

= (−1)n
(

1 −O
(

1

L

))

. (3.41)

The argument in [62] should also hold for mixed spin chains. Thus, for sufficiently large L the

sign of zL only depends on the number of bonds n (or equivalently m since m + n is fixed),

and the transition from one VB state to the logically next can simply be detected by a change

of sign of the twist order parameter. Figure 3.4 shows that the number of bonds between two

sites changes by one, going from one phase to the next one.

It is important to emphasise here that the above relation is valid only for exact VB

states. The ground states of Heisenberg antiferromagnets, however, are only approximated by

VB states. It is concluded in [62] that the approximation becomes less adequate for larger

spins.

Figure 3.6 shows the real part of zL for models A and B as well as uniform spin chains

with S = 1/2, 1, 3/2 for small chain lengths L obtained from exact diagonalisation. In the

special case of uniform coupling at α = 1 the S = 1/2 chain is gapless and so is the chain with

S = 3/2 which already shows even at small system sizes2. All other chain types shown have

gapless phases at values of α 6= 1.

2Note that the excitation gap becomes zero only in the infinite-volume limit which is, however, reflected also

in finite size systems (see Section 5.5.2).
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Figure 3.6: Twist order parameter zL (the real part of it, to be precise) against α, the coupling ratio,

for small chain lengths L. Zero points reflect gapless phases in the thermodynamic limit. Models A and

B ((a) and (b)) are gapped for α = 1. Uniform spin chains with half-odd integer spins ((c) S = 1/2,

(d) S=3/2) are gapless at α = 1. (d) also shows the chain with S = 1 with a gapped phase for uniform

coupling.

3.5.2 Dynamic Susceptibilities and Correlation Lengths

Expressing the susceptibility in (2.9) in terms of spin operators and taking account of imaginary

time we can write the uniform magnetic susceptibility as

χu =
1

βL

∑

r0,r

∫∫ β

0
dτ0dτ

〈

Sz
r0

(τ0)S
z
r0+r(τ0 + τ)

〉− 〈Sz
r0

(τ0)
〉 〈

Sz
r0+r(τ0 + τ)

〉

, (3.42)

where the sums run over all sites of a spin chain of length L. Similarly the staggered suscep-

tibility is expressed by

χs =
1

βL

∑

r0,r

(−1)r
∫∫ β

0
dτ0dτ

〈
Sz

r0
(τ0)S

z
r0+r(τ0 + τ)

〉− 〈Sz
r0

(τ0)
〉 〈

Sz
r0+r(τ0 + τ)

〉
. (3.43)

These above relations are special cases of a more general kind of susceptibility, the so-called

dynamic susceptibility χ(k, ω) defined by

χ(k, ω) =
1

βL

∑

r0,r

∫∫ β

0
dτ0dτ e−i(kr−ωτ) 〈Sz

r0
(τ0)S

z
r0+r(τ0 + τ)

〉− 〈Sz
r0

(τ0)
〉 〈

Sz
r0+r(τ0 + τ)

〉

.

(3.44)
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Owing to the periodic boundary conditions in both spatial and imaginary time direction the

values of k and ω for finite L and β are restricted to integer multiples 2π/L and 2π/β, respec-

tively. The imaginary time frequences ω are called Matsuraba frequencies. The quantity (3.44)

is often referred to as dynamic structure factor as it is analogous to the real time dynamic

structur factor that is measured in neutron scattering experiments.

The dynamic susceptibilities χ(k, ω) give the response of the system to an applied mag-

netic field that varies in imaginary time with frequency ω and in space with wave number k.

For the uniform and staggered magnetic susceptibilities from above we write

χu = χ(0, 0) and χs = χ(π, 0) . (3.45)

Obviously, for antiferromagnetic systems the staggered magnetisation Ms = 1/L
∑

r(−1)rmi,

and the staggered susceptibility χs are the quantities of interest as they measure the anti-

alignment of spins.

In order to calculate the imaginary time correlation length ξτ , we can use the dynamic

susceptibilities by defining the second-moment estimator [53, 66, 67]:

ξ(2)
τ =

β

2π

√

χ(π, 0)

χ(π, 2π/β)
− 1 . (3.46)

For a given L and β → ∞ the second-moment estimator is known to converge against

ξτ,0 = 1/∆ apart from systematic corrections that become small for large ξτ,0 [53]. This method

can only be applied if there is a finite gap above the first excited state. This is, however, al-

ways the case for finite systems which we are concerned with. ∆ is the energy gap between

the ground state and the first excited state. Even smaller systematic corrections are involved

when using the fourth-moment estimator [53]:

ξ(4)
τ =

β

4π

√

3
χ(π, 0) − χ(π, 2π/β)

χ(π, 2π/β)− χ(π, 4π/β)
− 1 . (3.47)

Similar to (3.46) a second-moment estimator can be constructed for the spatial corre-

lation length ξ by [67, 68, 69]:

ξ(2) =
L

2π

√

χ(π, 0)

χ(π + 2π/L, 0)
− 1 . (3.48)

Second- and fourth-moment estimators need a few remarks. As no fits to the asyomp-

totic behaviour of the correlation function are involved, the moment estimator methods tend

to be more stable and simpler to be applied. Systematic errors decrease with large correlation

lengths which is especially true in the vicinity of quantum critical points.





Chapter 4

Quantum Critical Phenomena

In this chapter a short introduction to continuous quantum phase transitions will be given.

They are also referred to as quantum critical phenomena and have raised considerable interest

in the recent years. Even though they occur only at T = 0 by definition, quantum critical points

can significantly influence the characteristics of a system at finite temperatures [70, 71]. In

Section 4.1 parallels and contrasts between classical and quantum phase transitions will briefly

be presented. In Section 4.2 the discussion will focus on the models under consideration,

i.e. mixed spin chains. The implication of the Mermin–Wagner–Hohenberg theorem will be

presented and the problem upon applying it briefly outlined. This chapter largely follows [72].

For an extensive discussion of quantum critical phenomena the reader is referred to [2].

4.1 General Aspects

Classical systems in equilibrium at non-zero temperatures always show temperature driven

fluctuations. Upon approaching a critical point Tc the size of fluctuations will grow larger and

larger. Precisely at the critical point fluctuations at all length scales occur and the correla-

tion length of fluctuations of the order parameter becomes infinite. The system itself then

is scale-invariant, i.e. self-similar on all length scales. At zero temperature nothing fluctu-

ates in classical systems, all degrees of freedom are frozen and the system is in its ground

state.

In quantum systems, in contrast, even at T = 0 quantum fluctuations of the ground

state may still be present due to the Heisenberg uncertainty principle. The scale of order

parameter fluctuations and the corresponding correlation length is governed by the coupling

strength(s) that are involved. By driving a control parameter towards a quantum critical point

(QCP) the scale of quantum fluctuations eventually becomes infinite. The coupling strength(s)

may be controlled by parameters such as some dopant concentration of impurities or, as in the

classical case, magnetic fields that this time couple to off-diagonal operators.
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Figure 4.1: Energy per spin of ground state and lowest excited state(s) as a function of the coupling

ratio α for small spin chains. Remarkably the vanishing of the energy gap at the critical value αc (thin

vertical lines) is already foreseeable for volumes as small as L = 8, 12. (a) Uniform spin chain with

S = 1/2. (b) Mixed spin chain of model B with Sa = 1/2 and Sb = 3/2.

The divergence of the correlation length upon approaching a QCP is described by a

power law analogously to the temperature driven classical transition

ξ ∼ |α − αc|−ν , (4.1)

where α is the control parameter and αc its critical value. Similarly the inverse of a character-

istic energy scale ∆ – that might be the excitation gap – diverges by

1

∆
∼ |α − αc|−zν , (4.2)

with z, the dynamic critical exponent that is not to be mistaken for the exponent of auto-

correlation of Monte Carlo simulations (see Section 5.1). We have seen in Section 2.3 that

quantum systems can be mapped onto classical systems with an extra dimension, imaginary

time τ . The imaginary time correlation length of the infinite classical system (i.e. T = 0)

mapped from Heisenberg spin chains is equal to the inverse excitition gap. More generally, the

quantum–classical mapping in some sense maps onto a system with dimension d+z [2, 70, 71].

To be precise, QCPs are defined by non-analytic changes in the ground state energy

of a system or one of its derivatives. Thus, by definition all phase transitions and critical

phenomena that can be detected at non-zero temperatures are classical. In the simplest case

this non-analyticity is due to an excited state becoming the ground state which is called

level-crossing. This leads to a first-order phase transition. In contrast, continuous quantum

phase transitions are related to a higher-order singularity in the ground state that involve the

low-temperature spectrum of the system. In finite systems this is reflected by an avoided level-

crossing that becomes “sharp” in the thermodynamic limit [72]. The avoided level-crossing is

shown in Fig. 4.1 for two different short spin chains.
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Figure 4.2: Two different cases of the phase diagram around a quantum critical point, r is the control

parameter. In the quantum critical region thermal and quantum fluctuations are important. In (a)

there is no line of classical phase transitions at non-zero temperatures. This corresponds, e.g., to the

quantum (or transverse) Ising model. In contrast, (b) shows non-zero temperature transitions that

end at the quantum critical point. The classical theory can be applied in the narrowing shaded region

around the critical line. (Image taken from [72].)

Let us quickly consider the generic example of a system that shows a quantum phase

transition, the infinite quantum Ising model (also referred to as transverse Ising model) in one

dimension. Starting from the classical Ising model an off-diagonal term is introduced by adding

a field h that couples to the x-component of spin

HQI = J
∑

i

Sz
i S

z
i+1 + h

∑

i

Sx
i . (4.3)

The first term is simply the classical Ising model. The second term introduces quantum

fluctuations as it mediates between states up and down. At T = 0 the classical Ising model

that corresponds to h = 0 is magnetically long-range ordered. Quantum fluctuations induced

by h > 0 eventually destroy this magnetic long-range order at the critical value hc = J , where

the system becomes a quantum paramagnet. At non-zero temperatures thermal fluctuations set

in that destroy the long-range order on the magnetically ordered side while on the paramagnetic

side it is still the quantum flucations that dominantly determine the characteristic properties

of the system. In the quantum critical region (see Fig. 4.2a), however, that fans out from the

quantum critical point, both types of fluctuations are important. The properties of the system

strongly depends on the low-lying states that can be thermally excited from the quantum

critical ground state. These low-lying excited states cannot be described in terms of quasi-

particles but correspond to a critical continuum of excitations [72]. The temperature up to

which the quantum critical region extends can be surprisingly high [70, 71] – including room

temperature – and depends on the coupling(s) and, in turn, the low-energy spectrum.
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Table 4.1: Parallels and contrasts between classical and quantum critical points.

Classical critical points Quantum critical points

Statics and dynamics decoupled Statics and dynamics coupled

Thermal fluctuations at T 6= 0 Quantum fluctuations at T = 0

Scale invariance Scale invariance

Dimension d Dimension d + z

Divergent correlation length ξ Divergent correlation lengths ξ and ξτ ∼ ξz

Free energy is Ground state energy is

non-analytic at T = Tc non-analytic at α = αc

By quantum–classical mapping the one-dimensional quantum Ising model can be mapped

onto a two-dimensional classical Ising model. The length of the extra dimension – imaginary

time – is given by the inverse temperature β. The crossover from either side into the quantum

critical region takes place as soon as the system “realises” the finiteness of this extra dimension.

This happens when the imaginary time correlation length ξτ becomes comparable to β.

Systems that permit long-range order, or spontaneously broken symmetry to be more

precise, at non-zero temperatures can show a line of classical critical points that ends at the

quantum critical point (see Fig. 4.2b). Sufficiently close to this line of critical points thermal

fluctuations always dominate, leading to a classical phase transition. The area where the

classical theory can be applied narrows for lower temperatures. The crossover here corresponds

to a dimensional crossover, and the critical behaviour will be asymptotically described by

exponents emerging from d-dimensional systems instead of d + z dimensional ones.

However, not all is well with quantum–classical mapping. There are properties special

to quantum systems that cannot be mapped onto classical ones, i.e. are not reflected by the

classical system (see [2], Chapter 1). In particular, systems that involve topological Berry

phase terms render the quantum theories qualitatively different from their classical counter-

parts. Such transitions can show so-called local critical behaviour [72]. Furthermore, it is

non-trivial to determine dynamic properties of quantum systems from quantum–classical map-

ping as quantum dynamics is characterised by the phase coherence time that has no classical

analogue either. By keeping this in mind, however, it is still possible to gain valuable informa-

tion about a quantum critical point by analysing the behaviour of the corresponding classical

model. Parallels and contrast between classical and quantum critical points are summarised

in Table 4.1.
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4.2 Quantum Critical Points in Mixed Spin Chains

In mixed spin chains we deal with transitions between ground states that are approximately

described by different valence bond configurations. This transition is induced by tuning the

bond alternation parameter α. The specific magnitude of spins primarily influences the critical

value of α but can also lead to additional critical points. The fact that chains of homogeneous

spin size also have gapless critical points as a function of the bond alternation parameter α,

indicates that the phenomena under consideration are not restricted to mixed spin chains only.

Thus, the inclusion of regular spin impurities does not necessarily mean the rise of new and

unobserved effects.

If the mixed spin chain Hamiltonian (3.25) is taken to the extreme limit of α → 0, the

system will merely consist of independent antiferromagnetic pairs of like spins. The system

will be dimerised. The free energy density of the models under consideration can then simply

be determined from the values given in Table 3.1. The excitation gap ∆, corresponding to

one of the independent subsystems being excited to a state of non-zero total spin, then is J1

for all kinds of mixed or uniform chains. By raising α to small but non-zero values, another

antiferromagnetic coupling is introduced that eventually destroys the dimer-like character of

the ground state. The energy gap is altered as excitations now can spread over the whole

chain. At the critical point the dimer-like VB configuration is eventually broken.

We are also interested in the low-temperature properties of the QCPs found in models

A, B and C. As will been shown in Chapters 6 and 7, the twist order parameter that seems well

suited to detect transitions between different VB configurations allows for the determination

of a “transition” point even at non-zero temperatures. However, if this is just an “echo” of the

ground state or maybe also due to properties of excited states needs closer investigation of the

low temperature spectra of the infinite chains.

The Mermin–Wagner–Hohenberg theorem [73, 74]1 that can be used to rule out many

types of transitions of Heisenberg models in one and two dimensions does not necessarily ex-

clude a non-zero temperature phase transition in our case. It states that for isotropic Heisen-

berg models with finite exchange interactions the quantity

m(~k) =
1

N

∑

~r

〈

m(~r)ei~k~r
〉

, (4.4)

cannot take on a non-zero value if no magnetic field is applied in one and two dimensions.

Obviously, the above equation defines the lattice magnetisation with respect to an external

magnetic field with ordering wavevector ~k. Thus, spontaneous lattice or sublattice magneti-

sation is ruled out. We will not state the proof but rather refer the reader to the literature.

However, it is necessary to emphasise that no assumption on the spin magnitude is made. The

1See also [1], Chapter 6.
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spin magnitude only enters the proof to provide an upper bound in an inequality via

N
∑

~r

〈Sα
~r Sα

~r 〉 = S(S + 1) , (4.5)

where Sα
i denotes the α-component of the spin operator ~S at site i. Here it is assumed that all

spins are of the same kind. By replacing S(S+1) by L/2(Sa(Sa+1)+Sb(Sb+1)) the theorem is

easily extended to mixed spin chains. Thus, it also holds for mixed spin chains. The symmetry

that is reflected by (4.4) cannot be spontaneously broken at T > 0 in one or two dimensions.

The symmetry group of the Heisenberg Hamiltonian is SU(2) and it is argued in [61, 75] that

gapped antiferromagnetic ground states are related to breaking a discrete Z2 × Z2 subgroup

of rotations of π about the quantisation axis. It is not yet obvious that the Mermin–Wagner–

Hohenberg theorem explicitly excludes the spontaneous breaking of this symmetry subgroup

at non-zero temperatures.

By mapping to imaginary time we deal with a two-dimensional system that is infinite in

one dimension (space) and finite or infinite in the second dimension (imaginary time, inverse

temperature). At zero temperature the system is effectively two-dimensional but with Ising-like

interactions. By raising the temperature this effective dimension is reduced to one. Long-range

order in one-dimensional Ising-like systems is not possible. The signature of a critical point,

a divergent spatial correlation length, cannot show up at finite temperatures as the second

dimension is limited and not infinite and therefore limits the growth of the spatial (and,

of course, the temporal) correlation length. This implies that we cannot expect to observe

diverging correlation lengths of the mapped classical system at finite temperatures. Which is

exactly what we are going to see in Chapters 6 and 7.



Chapter 5

Quantum Monte Carlo

In this chapter the concept of Monte Carlo techniques to evaluate large sums or integrals will

be described. The obvious physical candidate is the partition function that rapidly becomes

inaccessible to exact analytical or numerical methods even for small system sizes.

Instead of “directly” computing the partition function, one takes another route and

evaluates the sum or integral stochastically by creating a suitable set of configurations. The

crucial part of Monte Carlo then is to ensure that these configurations obey the probability

distribution imposed by the nature of the problem.

We have seen in Section 2.1 that the probability of a given configuration or microstate

to occur is

pi =
1

Z
e−βEi . (5.1)

Provided, one succeeds to create a set of N configurations distributed as (5.1), any physical

quantity A can then be estimated simply via

〈A 〉MC =
1

N

N∑

i=1

Ai , (5.2)

where Ai is the value of quantity A for configuration i, and 〈. . .〉MC denotes the Monte Carlo

average. The error of this statistical mean value is given by the square root of the variance σA

that itself must be treated as a statistical quantity. Its “naive” estimator is [76]

〈σA〉MC =
1

N − 1

N∑

i=1

(Ai − 〈Ai〉MC)2 . (5.3)

The standard error then is

εA =

√

〈σA〉MC

N
. (5.4)

We will from now on, for the rest of this chapter, drop the subscript denoting the Monte

Carlo average. In Section 5.1 the way how distribution (5.1) can be sampled will principally

be shown. In Section 5.2 the Loop Algorithm [6, 7] is introduced. In Section 5.3 the specific
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algorithm that was used to produce data sets that are analysed in this thesis will be presented.

In Section 5.4 the reliability of the algorithm is confirmed to a certain extent by comparing the

quantum Monte Carlo output to results known from exact diagonalisation of small systems.

Finally, in Section 5.5 the finite-size scaling analysis applied in this thesis will be described.

For a general introduction into Monte Carlo methods in statistical physics see for example [42].

5.1 Traditional Monte Carlo

The problem in (5.1) is that the partition function Z is generally unknown and hard to calculate

exactly, and the statistical weight of randomly created configurations cannot be determined

directly. This difficulty can be avoided by successively generating configurations of non-zero

weight from one another following specific update rules. For systems in equilibrium a detailed

balance condition must hold,

PiWi→f
!
= PfWf→i , (5.5)

where Pi/f is the probability (i.e. the Boltzmann weight (5.1)) of the system to be in the

initial/final state of an update process and Wi→f/f→i is the transition rate to go from initial to

final/final to initial configuration. Any transition rate that satisfies the above condition and

ergodicity, i.e. that any configuration of non-zero weight must be possible to be reached within

a finite number of steps, can be taken. One of the most common and known update rates is

the Metropolis type,

Wi→f = min(e−β(Ef−Ei), 1) . (5.6)

The implementation of Metropolis updates leads to the typical accept/reject step. A new

configuration is accepted if min(e−β(Ef−Ei), 1) ≥ r, with r a uniformly distributed random

number between 0 and 1, and rejected otherwise. In the rejection case the initial configuration

is counted again.

Accept/reject-methods usually perform local changes, such as random or successive spin

flips for spin lattice models. Obviously, successive configurations are correlated and thus not

statistically independent. This leads to a severe error in the estimate of the variance (5.3) that

can be corrected by replacing N by [76]

Neff =
N

2τint
, (5.7)

with τA,int, the integrated autocorrelation time that is specific for each observable and

∼ min(L, ξ)z. Usually the value of z is around two and larger. Thus, for large systems and

close to second-order phase transitions there are strong autocorrelations which immensely re-

duce the effectiveness of local update algorithms.1 Autocorrelations are effectively reduced

with cluster update methods such as the Swendsen–Wang [77] and Wolff [78] algorithms for

1Close to second-order phase transitions this phenomenon is called “critical slowing down”.
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classical spin systems. By randomly distributing bonds between like spins with a special prob-

ability, clusters, that can be highly non-local, are generated and then flipped, no accept/reject

step is needed. For quantum spin systems that are spread out into imaginary time the building

of clusters is more complex in order to avoid forbidden configurations. In the following section

one way to build clusters on quantum spin systems will be discussed by introducing the Loop

Algorithm. Global cluster updates greatly reduce autocorrelations and hence allow for effective

simulations of large (quantum) systems and systems close to second-order phase transitions.

5.2 Quantum Monte Carlo: Loop Algorithm

To overcome critical slowing down in quantum systems the Loop Algorithm has been designed

to perform local and global updates. It was developed for quantum systems and works on a

(d+1)-dimensional lattice with classical degrees of freedom where closed loops are constructed

and then flipped (updated) with suitable probability. Special quantum features of each model

are incorporated into the loop building rules.

The extra dimension has already been introduced in Section 2.3. The d-dimensional

quantum spin model (d = 1 in our case) is spread out onto a (d + 1)-dimensional model with

classical degrees of freedom. The Loop Algorithm requires a slightly altered mapping. The

presentation of both the discrete time and the continuous time version of the Loop Algorithm

in this section will largely follow [7, 8].

5.2.1 Discrete Time

Consider the one-dimensional Heisenberg Hamiltonian for S = 1/2. We begin by breaking it

up into two pieces:

H = He + Ho , (5.8)

He/o = J
∑

i

Si,i+1 with i even/odd. (5.9)

He and Ho do not commute themselves but contain only two-particle Hamiltonians that com-

munte with each other. We use the Trotter–Suzuki formula for two non-commuting operators

A and B,

eA+B = lim
M→∞

(

e
A

M e
B

M

)M
, (5.10)

to rewrite the quantum partion function as

Z =
∑

n

〈φn| e−β(He+Ho) |φn〉

= lim
M→∞

∑

n

〈φn|
(

e−
β

M
Hee−

β

M
Ho

)

· · ·
(

e−
β

M
Hee−

β

M
Ho

)

︸ ︷︷ ︸

M times

|φn〉 . (5.11)



40 CHAPTER 5. QUANTUM MONTE CARLO
im

ag
in

ar
y 

ti
m

e

space

} β
2M

Figure 5.1: Checkerboard of one-dimensional

spin chain. Ising spins (↑ or ↓) live at the

corners of each plaquette. Even and odd in-

dexed exponential operators are simply prod-

ucts of their two-particle composite terms,

exp(J
∑

i . . .) =
∏

i exp(J . . .). The system

evolves in imaginary time alternatingly on even

and odd indexed plaquettes, i.e. only the

shaded plaquettes are relevant. Each row of

plaquettes represents an imaginary time step

of size β/2M .

Now we can insert 2M − 1 complete sets of basis states between each exponential operator to

obtain

Z = lim
M→∞

∑

n0

. . .
∑

n2M−1

[

〈φn0 | e−
β

M
He |φn1〉 〈φn1 | e−

β

M
Ho |φn2〉

〈φn2 | e−
β

M
He |φn3〉 〈φn3 | e−

β

M
Ho |φn1〉

...
〈

φn2M−2

∣
∣ e−

β

M
He
∣
∣φn2M−1

〉 〈

φn2M−1

∣
∣ e−

β

M
He |φn0〉

]

. (5.12)

Thus, for finite M the quantum partition function is aprroximated by a path integral in imag-

inary time over a total of 2M discrete steps. Each of these steps is of size β/2M and the total

length of evolution is β. The benefit from the special breakup (5.8) is that evolution proceeds

alternatingly on even and odd sites. This leads to the checkerboard representation which is

shown in Fig. 5.1, where only the shaded plaquettes are of interest.

Using a classical basis the spins at each site of this 2M × N lattice are either up or

down. The terms in the sum of each exponential commute with each other, so the exponential

operators can simply be factorised. The weight of a whole configuration is the product of all

plaquette weights WP that can be determined from the two-particle system Hamiltonian with

S = 1/2 presented in Section 3.2. Using the eigenbasis (3.15) the quantum statistical operator

of the two-particle system simply is

e−βH =










e−β J
4 0 0 0

0 e−β J
4 0 0

0 0 e−β J
4 0

0 0 0 eβ 3J
4










. (5.13)

This can be transformed back into the Ising basis (3.13). The off-diagonal elements, however,

then are negative and cannot be interpreted as Boltzmann weights. Therefore a basis rotation
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of 180◦ on one of the two sublattices (see (3.29)) must be performed before to give

U−1e−
β

M
HU = e−

β

M
J
4










1 0 0 0

0 1
2(1 + e

β

M
J) −1

2(1 − e
β

M
J) 0

0 −1
2(1 − e

β

M
J) 1

2(1 + e
β

M
J) 0

0 0 0 1










, (5.14)

the matrix containing the weights of our four spin plaquettes. If bond alternation is introduced,

different weights for J = Je/o must be considered. For each plaquette we have six non-

zero matrix elements that, considering spin up/down symmetry, correspond to three different

plaquette types. In terms of plaquettes the partition function becomes

Z =
∑

all possible configurations

∏

P

WP . (5.15)

To generate a new configuration a closed loop of connected sites is constructed and

flipped. Starting at an arbitrary site of spin up (down) the plaquette next to it forward

(backward) in imaginary time direction will determine the loop’s path.

How a loop proceeds (i.e. is constructed) on the lattice is determined by the local de-

tailed balance restriction (5.5) on each plaquette that ensures global detailed balance. The

path of the loop is predetermined at plaquettes with all four spins alike and plaquettes with

diagonally altering spins. The first of these is called “forced continuation” (FC) as only contin-

uous movement in imaginary time direction will result in a non-zero weight plaquette if spins

along the loop are flipped. The latter is the “forced transition” (FT) plaquette. For the same

reason as before the loop in this case is forced to jump to the adjancent site in space direction.

The remaining plaquette type is called “optional decay” (OD) as (5.5) demands a probability

of

p =
2

1 + e
β

M
J
, (5.16)

for the loop to go on in imaginary time and 1 − p to transit to the adjancent site in space

direction. Plaquette types and loop building rules are illustrated in Fig. 5.2. The building

rules ensure that the loops always close and the spin configuration is decomposed into a set

of closed loops each of which can be flipped with equal probability. To be precise this is only

true if no magnetic field is applied as will always be the case here. The set of closed loops is

usually referred to as a graph. A typical loop building situation is shown in Fig. 5.3.

Note that our considerations are only valid for the specific case of isotropic spin inter-

actions. For different models with, say, anisotropic spin interactions different plaquette types

and different loop building rules can occur. There are two major variants of implementation

of a Loop Algorithm. In the multiloop variant the entire spin configuration is decorated with

closed loops as discussed above. Each loop is then flipped with a suitable probability (1/2 in
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Figure 5.2: Three different plaquette types for antiferromagnetic spin chains with S = 1/2: FC...Forced

Continuation, FT...Forced Transition, OD...Optional Decay. Filled (open) circles denote spin up

(down). Arrows show the proceeding direction of a loop that enters the plaquette. The total

z-component of spin is conserved on each plaquette for imaginary time evolution. If up and down

spins are exchanged arrows must be reversed.
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Figure 5.3: Example of loop a update. Left: Possible but arbitrary spin configuration of a small

system with periodic boundary conditions decorated with some loops. Very small local loops can occur

but also loops that wind around in spatial and temporal direction, thus allowing for change of total

magnetisation. Right: Update result if all three loops shown are flipped. Filled (open) circles denote

spin up (down).

our case). A slightly easier variant to implement, the single loop algorithm, creates only one

single loop that is then flipped with probability one.

So far, loop building rules have only been considered for S = 1/2. In principle, one

could determine the two-particle quantum statistical operator for any spin size and get the

corresponding plaquette weights. The update process, however, poses a tricky problem as one

cannot define a direction the loop has to follow. Instead, the subspin representation introduced

in Section 3.3 can be used to keep working with S = 1/2, i.e. binary variables. The framework

was developed in [55, 56] for S = 1 and extended to general higher spins in [53].

By introducing subspins, the interaction of two spins of size Sa and Sb is initially

decomposed into 4SaSb contributing terms. For, say, S = 1 one can separate direct and crossed

interaction terms and let them evolve in separate imaginary time steps each. If M is the Trotter
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imaginary time

50%

50%

1

2

Figure 5.4: Each projector plaquette represents one spin site and its neighbour in imaginary time.

Left: A loop that enters this kind of plaquette changes its subspin layer with probability p = 1/2.

Centre and right: The loop path is predetermined as indicated. Filled (open) circles denote subspin up

(down). Flipping all spins results in the same plaquette types with arrows reversed.

number, the total number of imaginary time steps then will be 4M . To avoid unphysical states

of spin a projection operator must be applied (see Section 3.3), thus introducing another time

slice with projector plaquettes (see Fig. 5.4). The weights of projector plaquettes are given

by the matrix elements of the projection operator (3.17). Loop building rules on projector

plaquettes are of course designed to satisfy detailed balance and ergodicity. It is sufficient

to project only once suitably, e.g., at the imaginary time boundary. A possible plaquette

decoration is shown in Fig. 5.5a.

The situation is more intricate if mixed spins chains are to be mapped onto subspin

representations as the interactions do not break into the same number of terms. In this case

“deserted” subspin sites occur that do not lead into another “active” plaquette. The evolution

on these sites corresponds to single particle unit operators that do not change the spin state.

A loop that hits such a site must move on in imaginary time (backwards or forwards) until

the next “active” plaquette is entered (see Fig. 5.5b). When Sa = Sb, one can simplify the

simulation by simulating 2S spin-1/2 subsystems separately without crossed interactions and

just projecting with a permutation operator once.

5.2.2 Continuous Time

The Trotter–Suzuki breakup is exact only in the limit M → ∞. For finite M the overall error

is of order 1/M . Working with discrete lattices therefore implies the need of extrapolation to

infinite Trotter number. This systematic error can directly be eliminated by implementing the

limit in the algorithm, thus by working in continuous imaginary time. The lattice of discrete

plaquettes then becomes a continuum of imaginary time extent β that consists of infinitesimally

small plaquettes [8]. The storage of each lattice spin becomes obsolete. It is sufficient to record

the configuration at τ = 0 and store the transition times for each spin.

What happens to the loop is now determined by both neighbouring sites at once. A jump

is associated with the change of imaginary time direction, thus can only occur to a site with
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Figure 5.5: Two examples of possible plaquette decompositions. Subspins are shown on the vertical

axis. Top row: Time slice with projector plaquettes that needs to be included only once. Middle

(bottom) row: Plaquettes corresponding to crossed (direct) interaction terms for even and odd sites.

(a) Uniform spin chain with S = 1. (b) Mixed spin chain with Sa = 1/2 and Sb = 1 (model A).

Alternatingly arranging slices with direct and crossed plaquettes generates the lattice. Circles indicate

“deserted” sites that belong only to one “active” plaquette (see text). The location of “deserted” sites

on the projector plaquette slice depends on where it is inserted.

opposite spin. FC and FT of simple lattices with S = 1/2 remain analogous to the discrete

case. As long as both neighboring sites show the same spin state (FC) a loop cannot change

site and is forced to move on along imaginary time. A transition is forced (FT) to take place

if two neighbouring sites change their sign at exactly the same point in time. If a site of, e.g.,

spin up is accompanied by one or two sites of opposite orientation (OD) the path needs to be

determined stochastically. Imagining the “decay” or transition to take place somewhere inside

the plaquette introduces a transition probability per unit time λ. Taking the continuum limit

β/M → ∞ gives [8]

λcontinuum = lim
M→∞

1 − p

β/M
= lim

M→∞

(

1 − 2

1 + e
β

M
J

)

M

β
=

J

2
. (5.17)

Thus, optional transitions are “rare” events that are Poisson distributed along OD path seg-

ments. Consequently, time intervals between these transitions are distributed exponentially.

Generalisation to spins of higher magnitude is straightforward. Each neighbouring subspin

of opposite sign permits transitions with probability per unit time p = Je/o/2. Continuous

imaginary time loop building rules are illustrated in Fig. 5.6 where three pairs of neighbouring

spins show generic examples of possible loop paths. Between the first two sites no transition is

allowed and the loop continues in time. The next two sites provide a forced transition event.

This forced transition however is not necessarly reached by an oncoming loop as optional decay
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Figure 5.6: Illustration of loop building

rules in continuous imaginary time.
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Figure 5.7: Loop path for mixed spin chains

in continuous imaginary time.

is possible before. The last pair of sites indicates random transition events between sites of op-

posite spin due to optional decay. Figure 5.7 shows an example for mixed spin loop movement.

The interaction between Sa = 1/2 (one subspin) and Sb = 1 (two subspins) adds another layer

of subspins on which the loop can move. In Fig. 5.7 the loop enters from above and meets a

transition that forces its further movement onto to the site with S = 1/2 and into reversed

direction where it jumps back by optional decay but to the other subspin that time. The main

difference, in fact, between spin chains of size S = 1/2 and mixed spin chains or uniform ones

with larger spins is the lattice that allows for a richer variety of loop decomposition. Further-

more, infinitesimal projector plaquettes need to be included that imply special imaginary time

boundary conditions if included at τ = β. Wherever included, projector plaquettes mediate

“spontaneous” layer shifts that follow the rules shown in Fig. 5.4.

5.2.3 Measurements and Improved Estimators

The Loop Algorithm allows for direct implementation of improved estimators [7] that show

smaller variance compared to conventional Monte Carlo averages. Improved estimators use

loop properties instead of configuration properties to estimate an observable A by weighted

averaging over all 2n possible configurations Ck that can be reached from a given configuration

decorated with a given set of n loops {L1, . . . ,Ln}. So at each Monte Carlo step the weighted

average of a large number of configurations is taken which improves the variance of the estimate.

This is expressed by

Aimp =
2n
∑

k=1

p(C → Ck)A(Ck) , (5.18)

where p(C → Ck) is a suitable probability of getting to configuration Ck from C. In our case

p = 1/2 for every loop. The spin–spin correlation function in terms of improved estimators
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then is

(Sz
i Sz

j )imp =
1

2n

2n
∑

k=1

(Sz
i Sz

j )k , (5.19)

where (. . .)k denotes the value for configuration Ck, n is the number of loops. We see that

only if site i and j belong to the same loop (Sz
i Sz

j )imp will be non-zero as in the other case the

terms in the sum will cancel. To construct improved estimators of other physical quantities it

is necessary to express the quantities with loop properties. This is especially simple for sus-

ceptibilities that are proportional to the square of the total magnetisation. Clearly, the total

magnetisation is the sum of all loop magnetisations. Note that for anitferromagnetic interac-

tions a loop can only show non-zero uniform magnetisation if it winds around in imaginary

time. The uniform lattice magnetisation of one single loop can only take integer multiples of

the total length β of the imaginary time dimension. Thus, the uniform susceptibility expressed

in loop properties yields the improved estimator

〈χu,imp〉 =
β

4L

〈
∑

i

wτ (Li)
2

〉

, (5.20)

where wτ (Li) is the temporal winding number of loop Li and the sum runs over all loops. The

staggered magnetisation of a single loop is (in the antiferromagnetic case) simply given by the

total size of the loop and the corresponding improved estimator of the staggered susceptibility

reads

〈χs,imp〉 =
1

4βL

〈
∑

i

|Li|2
〉

, (5.21)

where |Li| denotes the size of loop Li. It is important to note that for single loop implementa-

tions of the Loop Algorithm improved estimators must be weighted with the inverse probability

to pick a single loop as the sum over all loops in the above equations is evaluated stochasti-

cally. The chance to pick a single loop is |Li| /βL. So, the single loop improved estimator of

the staggered susceptibility is reduced to

〈χs,imp〉 =
1

4
〈|Li|〉 . (5.22)

Improved estimators can also be constructed for other physical quantities such as the

internal energy. We will, however, not use any for our analysis and refer the reader to [7, 8]

for detailed background.

5.3 Algorithm In Use

A continuous time multi loop variant was used to produce data sets. After spreading optional

transitions with Poisson probability all loops are identified. Measurements are performed

using loop properties and configuration properties. Then each loop is flipped with probability

p = 1/2.
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The algorithm is implemented in FORTRAN code that was originally written by

K. Harada2 and N. Kawashima3 for the S = 1/2 antiferromagnetic Heisenberg model. It was

extended to mixed spin chains including spins of higher magnitude by Z.-X. Xu and H. Ying4

and passed on to P. Crompton5. In cooperation with P. Crompton the author used the al-

gorithm at the computer facilities of the Institute of Theoretical Physis at the University of

Leipzig. No further extensions were included and only small changes of the code of model B

were made for convenience. This code of model B was thoroughly checked and analysed by

the author and the following descriptions rely on the insight gained from it.

Among other quantities that are measured, dynamic susceptibilities and the twist order

parameter are of particular interest. The improved estimators of the staggered and unifrom

susceptibilities precisely implement (5.20) and (5.21) from above. Furthermore, the dynamic

susceptibility χ(π, 2π/β) is measured by an improved estimator, where the imaginary length

lj(Li; τe, τs) of each segment j in imaginary time belonging to a particular loop Li is measured

as

lj =
e
−i 2π

β
τe − e

−i 2π
β

τs

−i2π
β

Sz
j (Li) . (5.23)

τe − τs is the imaginary time interval of the corresponding loop segment with constant spin

orientation Sz
j (Li). Unimproved estimators of the dynamic susceptibilities are implemented

for (k, ω) = (π, 0), (π, 2π/β), (π, 4π/β) and (π + 2π/L, 0) by

〈χ(k, ω)unimp〉 =
1

βL

〈∣
∣
∣
∣
∣

L∑

r=1

eikr
∫ β

0
dτ eiωτSz

r (τ)

∣
∣
∣
∣
∣

2〉

. (5.24)

No improved estimator, so far, has been constructed for the twist order parameter zL. The

measurement simply takes out one time slice at τ = β/2 and calculates the expectation value

of the twist operator (3.32). By averaging over all quantum Monte Carlo steps an estimate

of the thermal average is obtained that for sufficiently large β equals the true twist order

parameter zL. If β is too small, contributions from excited states will also be included in the

measurement. Both real and imaginary part of the complex quantitiy zL are recorded. The

imaginary part, however, is consistently zero throughout all measurements which is why we

will always refer to the real part when using the symbol zL.

All simulation runs started with all subspins being up. After 104 runs for thermalisation

105 updates were performed and measurements taken at each configuration. The mean value

of ten successive steps was calculated and stored to finally give 104 values for further statistical

analysis. Models A and C were simulated by P. Crompton within a temperature range of

2Kenji Harada, Dept. of Applied Analysis and Complex Dynamical Systems, Kyoto University, Japan
3Naoki Kawashima, Center for Nonlinear Studies, Toho University, Japan
4Zhao-Xin Xu and He-Ping Ying, Institute of Model Phyiscs, Zhejiang Unversity, China
5Peter Crompton, Institute of Theoretical Physis, Leipzig University, Germany
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T = 0.01 . . . 0.15 for chains lengths of L = 16, 32, 64, 128, 256, while runs of model B were done

by the author within the same temperature range and additional lattice size L = 512.

5.4 Test of the Algorithm

As the algorithm was not designed and implemented by the author himself it seemed desirable

to perform test runs at certain parameter values. Ground state energy and excitation gap at

α = 0 (J1 = 1, J2 = 0) are known a priori for all three models as the systems decouple into L/2

two-particle systems if the chain length is L. Thus, by simulating larger chains better statistics

is obtained but the results must remain the same. For model B we can therefore expect the

ground state energy per spin to be e0 = −1.125 for α = 0 (see Table 3.1). Performing 105

measurements (after 104 sweeps for equilibration) with 256 pairs of spins (i.e. L = 512) at a

temperature T = 0.01 produces an energy estimate of

e0 = −1.124980(25) , (5.25)

in units of J1. The error was calculated with the jackknife method (see next Section) with an

effective bin width of 200. Additionally for J1 = 0, J2 = 1 (α → ∞) the ground state energy

per spin is e0 = −0.625 (see Table 3.1). The energy estimate of the algorithm in this case is

e0 = −0.624996(21) . (5.26)

Both results agree with the exact values in four digits and we can conclude that for sufficiently

large statistics the algorithm produces consistent energy estimates.

For both values of α and all models we further know that the exact excitation gap must

be ∆ = 1 in units of J1 or J2, respectively. This is the gap for a simple two-particle system

between the state with total magnetisation M = 0 and the state with M = 1/2. Thus, we

can safely assume the dimerised models simulated at T = 0.01 to be in the ground state. The

unimproved second-moment estimator ξτ,unimp of the imaginary time correlation length yields

for α = 0 and the same “system size” and number of measurements as before

1

ξτ,unimp
= ∆unimp = 1.47(50) . (5.27)

This is rather poor and no really accurate information could possibly be drawn at least for this

specific value of α. In contrast, the improved estimator ξτ,imp gives

1

ξτ,imp
= ∆imp = 1.00090(76) , (5.28)

which is much more accurate, as could be expected. Yet there remains a significant difference

to the exact value. Assuming that the bin width of the jackknife method is chosen sufficiently
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Figure 5.8: Comparison of algorithm output and exact results for model B of length L = 8 at T = 0.01.

The lines represent the interpolation of 21 equally spaced data points (boxes) from exact diagonalisation

at T = 0. (a) Excitation gap ∆, measured by the improved second-moment estimator ξτ,imp. (b) Twist

order parameter zL.

large in order to exclude any autocorrelation effects6 it is most likely that this systematic

difference roots back onto the second-moment definition of the correlation length estimator.

Due to the low temperature and short chain length it can safely be assumed that the improved

second-moment estimator is converged and will not change further at even lower temperatures.

Figure 5.8 shows the comparison of algorithm output and exact results of the excitation

gap ∆ and the twist order parameter zL for a range of the coupling ratio 0 ≤ α ≤ 1. The

system size is chosen to be L = 8 and the temperature is T = 0.01. No significant difference

can be detected for zL, while ∆ exhibits a similar but larger deviation as before now for all

values of α (see inset in Fig.5.8).

5.5 Analysis of Simulational Data

5.5.1 Jackknife Method

As we have seen, successive configurations created with Monte Carlo algorithms suffer from

autocorrelations, thus they are not statistically independent. This must be taken into account

for error estimation. A procedure to get a reasonable estimate is provided by the jackknife

method [76]. The full set of N configurations is divided into n subsets of width N/n sufficiently

larger than the autocorrelation time. Then a new set of n averages AJ,i is built by successively

omitting one of the subsets. These new values then should be statistically dependent with

mean value

〈A〉 = 〈A〉J − n (〈A〉MC − 〈A〉J) , (5.29)

6The autocorrelation of the Loop Algorithm should be negligible!
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with 〈A〉MC the usual Monte Carlo average and 〈A〉J = 1/n
∑k

i=1 AJ,i the average over the

jackknifed set of new values. The bias is given by n(〈A〉MC − 〈A〉J). The true variance of the

mean is given by

∆A = (k − 1)

(

1

n

n∑

i=1

A2
J,i − 〈A〉2J

)

. (5.30)

As the Loop Algorithm has only very short autocorrelation anyway this seems to be too

much of an effort. Usual Monte Carlo error estimates should be reliable enough. Jackknife,

however, can also be applied if error estimates of complicated functions of mean values are

desired. Such functions, for example, can be interpolations of data sets to find zeroes. The

interpolation of statistical data with errors is possible. It is, however, much easier to perform

standard interpolations, that neglect the error estimates of the data points, on jackknifed

subsets and then estimate errors of parameters with the jackknife error formula. Furthermore,

(5.29) signals a bias if 〈A〉MC 6= 〈A〉J. Such a bias can be due to measuring while the system

has not yet equilibrated.

5.5.2 Finite-Size Scaling

Computer simulations and experiments are naturally restricted to finite size. While in ex-

periments, however, the system size can very often be considered approximately infinite, the

length scale of simulations almost certainly gives rise to significant finite size effects. Periodic

boundary conditions only exclude surface effects but do not change the situation in terms of

system size. Finite-size scaling [79, 80] is a powerful method to extract infinite system infor-

mation from finite-size data. An introduction into scaling and finite-size scaling can be found

for example in [38], Chapter 5, which the beginning of this section is partly based on.

True singularities at critical points can only occur in the thermodynamic limit. In finite

systems these singularities are rounded to some finite values and shifted, thus for diverging

quantities A, peaks can be located. The well-established theory of finite size scaling states that

the height of the peaks grows as

Amax(L) ∼ L%/ν , (5.31)

where L is the linear system size, ν is the critical exponent of the correlation length and the

physical quantity A diverges as ∼ |α − αc|% upon approaching the critical point. Furthermore

the peaks will be shifted by a factor ∼ L−1/ν . Defining pseudo-critical points α∗(L) such that

the function A(α,L) attains its maximum at α = α∗(L), we can relate them to the true critical

point αc by

α∗(L) = αc + bL−1/ν , (5.32)

with b, a constant. Remarkably, the above relation implies for the shift behaviour the same

dependence on L for all diverging physical quantities. This is true for most systems and

observables, but not necessarily for all. Take the pseudo-critical points defined by the zero
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points of the twist order parameter. Clearly, the diverging quantity in this case should be the

first derivative, yet peaks of the slope of the twist order parameter do not coincide with the

zero points. We will, however, apply finite-size scaling analysis to the zero points definition

and cannot a priori assume that they shift according to (5.32) but rather introduce the more

general relation

α∗(L) = αc + bL−θ , (5.33)

with θ the shift exponent.

The relations stated so far are true only at T = 0. By quantum–classical mapping the

imaginary time direction then is infinite and a quantum chain of finite length L has effective

dimension z. The simulational measurements, however, are carried out at T > 0 and there-

fore the effective dimension of the system is zero. In order to derive valid finite-size scaling

arguments, we need to investigate the influence of non-zero temperature. We know that the

temperature enters as an inverse length to the power z. Thus, the homogeneity law for the

singular part of the free energy density f of a classical system in d dimensions [81, 82],

f(|r|) = λ−df
(

|r|λ1/ν
)

, (5.34)

where λ is the scale factor and r = α−αc, can be generalised to quantum systems at non-zero

temperatures [72]:

f(|r| , T ) = λ−(d+z)f
(

|r|λ1/ν , Tλz
)

. (5.35)

The scaling relation for the correlation length ξ reads (see [38], p. 196):

ξ(|r|) = λ ξ
(

|r|λ1/ν
)

. (5.36)

Choosing λ = L this relation is exploited within the method of finite-size scaling, which can

also be expressed by

ξ
(

|r| , L−1
)

= λ ξ
(

|r|λ1/ν , L−1λ
)

. (5.37)

This defines a generalised homogeneous function. Additionally incorporating T as argument,

analogously to the free energy density, we arrive at

ξ
(

|r| , L−1, T
)

= λ ξ
(

|r|λ1/ν , L−1λ, Tλz
)

, (5.38)

which we will assume to hold in the vicinity of a (quantum) quantum critical point. Note

that for the correlatin length the dimension d does not enter the scaling relation. Choosing

λ = |r|−ν , we obtain

ξ
(

|r| , L−1, T
)

= |r|−ν ξ
(

1, L−1 |r|−ν , T |r|−zν
)

= |r|−ν ξ̌

(

1,
ξ(|r|)

L
,
ξτ (|r|)

β

)

. (5.39)
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In the second line we have used that |r|−ν ∼ ξ(|r|), and |r|−zν ∼ ξτ (|r|), where ξ(|r|) and ξτ (|r|)
are the spatial and temporal correlation lengths of the infinite chain at T = 0. If the chain

length L and the inverse temperature β are much larger than the corresponding correlation

lengths, the scaling function ξ(1, y, z) will reduce to a mere proportionality constant:

ξ(1, y, z) ≈ ξ(1, 0, 0) . (5.40)

Clearly, this is not valid close to the critical point where the true correlation lengths of the

infinite chain at T = 0 exceed L and β. By choosing λ = L and λ = T−1/z = β1/z in (5.38),

respectively, we obtain the finite-size scaling ansatz relations

ξ
(

|r| , L−1, β−1
)

= Lξ

(

|r|L1/ν , 1,
Lz

β

)

, (5.41)

and

ξ
(

|r| , L−1, β−1
)

= β1/zξ

(

|r|β1/zν ,
β1/z

L
, 1

)

. (5.42)

There are two possible ways to proceed now. The usual and actually more exact way is to

choose a constant aspect ratio Lz/β which renders the two above equations equivalent. The

other one is to assume either L or β infinite. For either way we choose we end up with the

well-known finite-size scaling ansatz

ξ
(

|r| , L−1, T
)

= const. × L ξ̃
(

|r|L1/ν
)

, (5.43)

where ξ̃ is the proper scaling function that only depends on the scaling variable |r|L1/ν .

This relation strictly holds for the aspect ratio Lz/β kept at a suitable constant value and is

asymptotically true for β � Lz. If in contrast L � β1/z, the ansatz is modified to

ξ
(

|r| , L−1, T
)

= const. × β1/z ξ̃
(

|r|β1/zν
)

. (5.44)

This way we are equipped with a tool to do finite-size scaling analysis by either varying the

chain length or the inverse temperature while the other is kept at large fixed value. The extent

to which the analysis is approximately valid is signalled by the dependence of the correlation

length on L or β. As long as the measured value of the correlation length depends linearly

on either L or β the system does not yet “realise” that the dimension that is kept constant is

actually finite.

If L and β are of comparable size we need to be careful as the location of the peaks

may certainly be influenced. As soon as, say L, becomes larger than β – the above assumption

of a linear dependence of the correlation length on L for a fixed value of β then is not valid

anymore anyway – the shift of the pseudo-critical points will be blocked and, of course, not

approach the true critical value anymore. If and how this modification of the shift depends
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on the ratio L/β we cannot tell. Taking the derivative of (5.39) with respect to α yields a

condition for the location of the maxima

ξ

(

1,
|rmax|−ν

L
,
|rmax|−zν

β

)

+ |r|−ν

(

ξ
(max)
y

L
+

ξ
(max)
z

β
|r|−ν(z−1)

)

= 0 , (5.45)

where ξ
(max)
y/z stands for the derivative of ξ(1, y, z) from (5.39) with respect to y/z at r = rmax.

We now assume z = 1, and that (5.39) is proportional to L to get

|rmax|2ν ∼ 1

L

(

ξ
(max)
y

L
+

ξ
(max)
z

β0

)

, (5.46)

for constant inverse temperature β0. If instead the chain length is kept constant at L = L0 the

growth of the maxima is proportional to β leading to an analogous relation

|rmax|2ν ∼ 1

β

(

ξ
(max)
y

L0
+

ξ
(max)
z

β

)

. (5.47)

Note that as we assume z = 1 this discussion also applies for the temporal correlation length ξτ .

The values of ξ
(max)
y/z are yet not independent of L and β. We know that in the limit

β0 → ∞ relation (5.43) must be recovered and that for finite β0, rmax cannot become arbitrarily

small. In principle we could make approximate assumptions on the L- and β-dependence

of ξ
(max)
y/z in order to use (5.46). Functions thus resulting, however, lead to extremely ill-

posed non-linear fits and are therefore not exploited in the present study. We will rather rely

on (5.32) and (5.33), respectively, for data points where the condition of linear dependence of

the correlation length on L or β holds sufficiently well.

Consequently, the second order finite-size scaling relation which we will fit the pseudo-

critical points to reads

α∗(l) = αc +
b

lθ
, (5.48)

where l = L (or β) with β (or L) assumed to be sufficiently large for the influence on the

shift to be neglected. The critical coupling ratio αc, the shift exponent θ, and b are the fit

parameters. This gives a non-linear three-parameter fit that in general tends to be unstable

but still not as ill-posed as fits potentially derived from (5.46). One of the parameters can be

eliminated by subtracting two equations for different values of l,

∆α := α∗(l1) − α∗(l2) =
b

lθ1
− b

lθ2
. (5.49)

Rewriting this, we get

∆α =
b

lθ1

(

1 −
(

l1
l2

)θ
)

. (5.50)

Choosing a constant ratio l1/l2 = 1/2, and taking the logarithm gives

log ∆α = −θ log l1 + log

(

b − b

2θ

)

. (5.51)
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This is a linear fit with slope −θ. The shift exponent can be extracted this way. The remaining

scaling fit is a more stable two parameter fit that can be used to determine the critical coupling

ratio.

By following the ideas of [83] further trial fit functions have been designed to test for

dominant asymptotic behaviour in 1/L or log(L)/L2 (for β ≈ ∞),

αc(L) = αc + a/L + b/Lθ , (5.52)

αc(L) = αc + a/L + b log(L)/L2 . (5.53)

The parameters θ, a and b are strongly correlated which basically means that a slight change in,

say, θ can be undone by a corresponding changes in a and b. This leads to huge error estimates

in particular for a and b. Calculating θ separately using (5.51) gives an estimate which can

be fed especially into (5.48) but also into (5.52). The remaining parameters then show smaller

correlations. However, one needs to keep in mind that the uncertainty in θ obtained from (5.51)

is not reflected by those fits, and that the linear procedure described above is, in fact, not valid

for a 6= 0:

αc(L) = αc + b/Lθ(lin)
, (5.54)

αc(L) = αc + a/L + b/Lθ(lin)
. (5.55)

Furthermore, in order to stabilise the fit, the value of θ obtained from (5.48) can be fed

into (5.52):

αc(L) = αc + a/L + b /Lθ(1)
. (5.56)

This set of trial fit functions – among others – has been applied with “full force” to pseudo-

critical points determined from the twist order parameter and the second- and fourth-moment

estimators of the correlation lengths at various temperatures. The underlying assumption of a

single line of true critical points that extends into regions of non-zero temperature is, however,

not supported by the data that clearly show saturating correlation lengths. The output of this

procedure is tabulated in Appendix A.



Chapter 6

Results of Model B

After having explained the basic ideas in order to understand the models and the methods of

data production and analysis, the results of model B will be presented and carefully discussed

in this chapter.

Starting out with the twist order parameter in Section 6.1 the first estimates of the

critical coupling ratio α and the shift exponent θ are shown. We identify a temperature

induced effect that clearly indicates the breakdown of scaling at non-zero temperatures. This

breakdown is confirmed in Section 6.2 where the results of the analysis of both the spatial and

imaginary temporal correlation lengths are shown and discussed. The staggered susceptibility

is briefly discussed in Section 6.3. In Section 6.4 a few results from the usual finite-size scaling

analysis with constant aspect ratio are presented, which completes this chapter.

All estimates discussed in this and the next chapter have been obtained from 105 mea-

surements after 104 sweeps for equilibration (see Section 5.3).

6.1 Twist Order Parameter

As mentioned in Section 5.3, the twist order parameter does not exactly measure the ground

state property but a thermal average. Thus, we expect to see temperature effects as soon as

the energy gap becomes comparable to the temperature. We do not a priori know that the

twist order parameter is pushed to zero by averaging over low-lying excited states and therefore

cannot predict that at non-zero temperatures zL vanishes with increasing chain length.

In Fig. 6.1 we see the behaviour of the twist order parameter zL as a function of α for

two different temperatures and chains lengths L = 16, . . . , 512. The expected smooth change of

sign is accurately reproduced. The locations of zero points that define pseudo-critical points of

finite systems could be determined precisely by means of jackknifed cubic spline interpolation

for all temperatures as high as T = 0.075. This might – against all odds and better knowledge

– tempt to apply the machinery of scaling functions derived in Section 5.5.2 at various non-zero

55
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Figure 6.1: Twist order parameter zL as function of the coupling ratio α. Lines are simple interpolations

to guide the eye. (a) T=0.01, (b) T=0.025.
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Figure 6.2: Temperature induced formation of a plateau in zL(α, T ). (a) L=512, the dotted line em-

phasises the temperature effect at T = 0.05. (b) T = 0.025, comparison of temperature effect for two

different chain lengths. For L = 256 the inset shows additional data points between α = 0.621 and

α = 0.622, whereas the interpolating line does not consider those points in between. While for L = 512

the beginning of a plateau-like shape is clearly visible it can be hardly resolved for L = 256.

temperatures. “Shift exponents” and “critical coupling ratios” resulting from this “brute-force”

analysis are listed in Appendix A.

The careful reader, however, might have noticed in Fig. 6.1b that the slope of zL(α) for

L = 512 is not monotonic anymore, indicating a temperature effect that is shown in Fig. 6.2.

For the longest chain with length L = 512 this temperature induced plateau-like shape of the

twist order parameter as a function of α becomes apparent at temperature T = 0.05 (dotted

line in Fig. 6.2a). The plateau might indicate that for small but sufficiently large temperatures

it is possible that there exists a finite interval of α for which the twist orper parameter zL

becomes zero. This, of course, would make the definition of pseudo-critical points as the zeros

of zL(α) problematic as no zeros could possibly be located anymore. Even if the detection of

zeros, however, is still feasible the building of the plateau-like shape will certainly influence the
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Figure 6.3: Exact spectrum of the twist order pa-

rameter of model B with L = 8 for three differ-

ent values of the coupling ratio and energies lower

than zero. For sufficiently large temperatures ex-

cited states will contribute to the thermal average

of zL(α, T ) and eventually push it to zero. The

structure of the low energy spectrum and the twist

order parameter value of low-lying excited states

is of crucial importance for the temperature be-

haviour of zL.

location of the zeros we are interested in. Yet we can hope that this influence remains small

in the lowest temperature regions measured. Figure 6.2b shows a close-up of what is possibly

a very small plateau of the chain with L = 256 at T = 0.025. Its influence on the location of

the zero point might be within the statistical accuray of the analysis.

Any temperature effect in the measured quantity zL(α, T ) is clearly due to low-lying

excited states. Consequently, by measuring the thermal average one gathers information about

the structure of these low-lying excited states. Figure 6.3, where the exact twist order parame-

ter spectrum of model B is shown for a chain of length L = 8, illustrates how low-lying excited

states influence the thermal average of zL. For, e.g., α = 1 the twist order parameter will

take on a negative non-zero value up to a certain temperature. For α = 0 this value will be

positive up to a certain temperature that, however, will be a different one since the first set of

excited states already spreads around zero. Unfortunately, we do not know the exact values of

zL for excited states of larger systems and thus to extrapolate this picture in particular to the

thermodynamic limit remains pure speculation. Yet we have seen in Fig. 6.2 that a plateau-like

shape develops with increasing temperature and increasing lattice size that eventually might

replace any defined zero point of zL(α) by an interval of non-zero measure where zL ≡ 0. In

order to quantify this assumption we need to investigate the slope of zL(α) and therefore define

the susceptibility-like quantity

χzL(α, T ) =
∂zL(α, T )

∂α
. (6.1)

It can be expected that χzL(α = α∗, T ) develops maxima that, in priciple, could be used to

determine the points of crossover “αc”(or critical points if there are any) at non-zero tem-

perature if they appear at finite and non-zero values of α. We will, however, not proceed in

this direction as the slopes of zL could only be determined rather inaccurately and remain on

a qualitative level. The slopes of the zero points could be estimated from the cubic splines

themselves if the interpolation was sufficienty smooth, otherwise line fits of data points close
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Figure 6.4: Temperature and system size dependence of the twist order parameter’s slope at the zero

point. For higher temperatures the breakdown of “divergence” happens at smaller chain lengths. Lines

are simple interpolations to guide the eye.

to the zero transitions were used. The results are shown in Fig. 6.4. For smaller temperatures

the peaks that can be seen shift to longer chains. Obviously the slope vanishes for large L

and relatively high temperatures (Fig. 6.4b), but also for low temperatures (Fig. 6.4a) it is

reasonable to expect that for sufficiently long chains the slope will eventually become zero.

The value of L at which the maximum slope at a given temperature occurs seems to depend

linearly on the temperature. This is illustrated in Fig. 6.5 where the data points are roughly

estimated from the interpolation curves in Fig. 6.4. A linear fit gives the approximate relation

L ≈ 4β , (6.2)

which can be used to determine which values of L are considered to be low (or high) at a given

inverse temperature β.

Let us now discuss the results of the analysis of zero points. Table 6.1 shows the results

of non-linear least χ2 fits to trial fit function (5.48) performed with Levenberg-Marquardt

routines from Numerical Recipes [63]. Errors are estimated by the diagonal elements of the

covariance matrix. All estimates of the critical coupling ratio αc are surprisingly consistent. By
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Figure 6.5: Chain length L and inverse tempera-

ture β at which the maximum absolute value of

the slope |χzL,0| at the zero point of the twist order

parameter occurs. Data points are roughly esti-

mated from the interpolations of Fig. 6.4. The

linear fit (dashed line) gives a slope of ≈ 4. Chain

lengths below (above) the dashed line are consid-

ered to be small (large) relative to a given inverse

temperature.
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Table 6.1: Results of fitting the pseudo-critical points of the twist order parameter to the finite-size

scaling relation without corrections (5.48) at constant temperature T = 0.01. L . . . chain lengths

included in the fit, αc . . . fit parameter – critical coupling ratio, b . . . fit paramter, θ . . . fit parameter –

shift exponent, χ2
pdof . . . chi-squared per degree of freedom; θ(lin) . . . shift exponent from linear fit (see

Section 5.5.2).

L αc b θ χ2
pdof θ(lin)

8–512 0.6213(1) -6.0(3) 1.60(2) 3.96 1.64(4)

8–256 0.6214(2) -5.7(4) 1.59(2) 4.01 1.65(6)

8–128 0.6219(3) -5.2(4) 1.55(3) 1.41 1.55(3)

8–64 0.6224(8) -5.1(5) 1.53(4) 2.36 1.54(5)

16–512 0.6212(1) -7.2(6) 1.66(3) 1.63 1.68(5)

32–512 0.6211(1) -9.2(1.8) 1.73(6) 1.24 1.70(9)

64–512 0.6210(2) -18.7(10.8) 1.89(15) 0.80 1.72(18)

successively omitting the longer chains in the scaling fits, the value of the critical coupling ratio

increases slightly while the shift exponent decreases. This suggests that by measuring at too

high temperature the location of the zeros of the twist order parameter is maybe systematically

underestimated. The fit of pseudo-critical points up to L = 128 seems to give the best result

in the sense that in this case the estimate of the shift exponent from non-linear and linear

procedure are perfectly consistent. Figure 6.6 shows the temperature dependence of the pseudo-

critical points. For chain lengths as large as L = 256 it is possible that within the level of

accuracy the points determined at the lowest temperature of T = 0.01 represent the true zero

temperature value, i.e. that no significant change will be detected when further lowering T .

Even for L = 512, where there is a clearly visible temperature related drift for T ≥ 0.030, the

value might still be reliable within the range of accuracy. Thus, we might conclude that the

fit that includes the pseudo-critical points of all chain lenghts is still meaningful.

Table 6.2 shows the results of trial fit function (5.52) with a linear correction term in 1/L.

The correction terms a are not consistently non-zero for fits that include small chain lengths
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Table 6.2: Results of fitting the pseudo-critical points of the twist order parameter to the finite-size

scaling relation with corrections in 1/L, (5.52), at constant temperature T = 0.01. L . . . chain lengths

included in the fit, αc . . . fit parameter – critical coupling ratio, a . . . fit parameter fo the correction

term that is linear in 1/L, b . . . fit paramter, θ . . . fit parameter – shift exponent, χ2
pdof . . . chi-squared

per degree of freedom.

L αc a b θ χ2
pdof

8–512 0.6207(3) 0.48(20) -4.9(3) 1.40(6) 1.01

8–256 0.6202(5) 0.84(45) -4.9(2) 1.33(9) 0.64

8–128 0.6205(14) 0.67(84) -4.9(3) 1.36(16) 1.23

16–512 0.6208(3) 0.28(22) -5.5(8) 1.49(10) 0.94

32–512 0.6208(5) 0.29(56) -5.5(3.2) 1.49(32) 1.87

Table 6.3: Same as Table 6.2 but fitted to (5.55) with fixed exponent θ from Table 6.1 (see Section 5.5.2).

L αc a b θ(1) χ2
pdof

8–512 0.6212(2) 0.025(26) -6.1(2) 1.60 3.72

8–256 0.6213(2) 0.025(35) -5.9(2) 1.59 3.82

8–128 0.6219(4) 0.009(51) -5.3(3) 1.55 1.40

8–64 0.6222(12) 0.015(93) -5.1(4) 1.53 2.34

16–512 0.6211(2) 0.012(29) -7.3(3) 1.66 1.57

32–512 0.6211(2) 0.005(40) -9.3(6) 1.73 1.23

64–512 0.6210(2) -0.007(64) -18.4(2.8) 1.89 0.78

which does actually not support the idea the is a corresponding correction term. Remarkably,

the fit that includes the chain lengths L = 8, . . . , 64 only (not listed in Table 6.2) produces a

shift parameter θ = 1.06(32), which does indicate that for small chain lengths there is indeed

a dominant linear behaviour in 1/L. Yet the fit in this case is a four parameter fit of four

data points which is why error estimates are rather questionable and χ2
pdof = 0 by definition.

In any case, fits to (5.52) produce smaller shift exponents and slightly smaller estimates of

the critical coupling. For comparison the results of fits to (5.55) that uses the shift exponent

from (5.48) are shown in Table 6.3. It can be seen that the correction terms a are much

smaller and consistently zero when error estimates are taken into account for all fits. This

means that after fitting to the uncorrected finite-size scaling relation (5.48) the term linear in

1/L is not accepted. The asymptotic convergence is dominated by the term that includes the

shift exponent.

In summary of the most significant results, we obtain a critical coupling ratio

αc = 0.6219(3) , (6.3)

and a shift exponent that yields the critical exponent ν of the correlaion length if θ = 1/ν
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holds for the zeros of the twist order parameter,

θ = 1.55(3)
(5.32)−→ ν = 0.65(2) , (6.4)

if chain lengths L ≤ 128 are, considered and

αc = 0.6210(2) , (6.5)

and

θ = 1.89(15)
(5.32)−→ ν = 0.53(5) , (6.6)

if chain lengths L ≥ 64 are considered. Estimates of ν clearly only hold if the shift of the zero

locations is indeed proportional to L−1/ν . Recalling relation (3.41) indicates that the second

value of αc is more significant which is also supported by the fits to (5.52) listed in Table 6.2

that produce slightly lower but consistent estimates. The analysis, however, is inconclusive in

terms of the shift exponent, yet we can conclude that a corresponding estimate of ν leads to

a value significantly smaller than one. In the following we will look at the correlation lengths

where we can expect the shift exponent to be 1/ν and compare the results.

6.2 Correlation Lengths

We will discuss the analysis of the second- and fourth-moment estimators of the imaginary time

correlation length ξτ , and the second-moment estimator of the spatial correlation length ξ in

this section. Wherever possible, improved estimators have been fed into the definitions of the

estimators, i.e. χimp(π, 0) and χimp(π, 2π/β) have been used to calculate the improved second-

moment estimator ξ
(2)
τ,imp whereas χunimp(π, 4π/β) had to be used to give a partly improved

fourth-moment estimator ξ
(4)
τ,part. Similarly, due to the lack of the corresponding improved

estimator, the spatial correlation length is represented by the partly improved second-moment

estimator ξ
(2)
part that uses χimp(π, 0) and χunimp(π + 2π/L). Throughout this analysis, position

and height of peaks have been determined by fitting data points around the maximum to even

fourth-order polynomials using the Levenberg–Marquardt method [63]. All errors are, again,

estimated by the diagonal elements of the covariance matrix.

6.2.1 Imaginary Time Correlation Length at Fixed Temperature

In Figs. 6.7 and 6.8 we see the improved second-moment and the partly improved fourth-

moment estimator of the imaginary time correlation length, respectively. The fourth-moment

estimator involves smaller systematic errors and the higher values therefore are more accurate

in that sense. But the use of unimproved estimators renders its statistical error estimates larger,

making an exact localisation of the peaks more inaccurate. The growth of the correlation length

with growing chain length L is limited depending on the temperature that is kept fixed. It can
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Figure 6.7: Improved second-moment estimator of the imaginary time correlation length ξτ at fixed

temperature. Lines are simple interpolations to guide the eye. (a) Dependence on the coupling ra-

tio α for various chain lengths L at T = 0.01 (β = 100). (b) Height of the maxima against L for

T = 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05 (β = 100, . . . , 20).
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Figure 6.8: Same as Fig. 6.7, but for the partly improved fourth-moment estimator.

be seen and checked numerically that for β = 100 (T = 0.01) the expected linear dependence on

L (5.31) is – at most – reproduced by chain lengths up to L = 64 which leaves four data points

to be fitted in order to extract the value of the exponent ν. This is, in fact, not surprising. A

chain length L = 128 exceeds the length of the imaginary time direction β = 100 and significant

limitation effects are to be expected. Even for L = 64 the imaginary time direction is not really

long enough and the linear dependence is not very well reproduced. A fit proportional to Lx

that includes the four smallest chains (L = 8, . . . , 64) gives x = 0.88(2) with χ2
pdof = 0.003 if

error estimates are not considered, i.e. all errors are set to unity, and even worse results if error

estimates are included. Nonetheless, the remaining four data points have been fed into the

finite-size scaling fits derived in Section 5.5.2 the result of which is shown in Fig. 6.9. Fitting

to (5.48) with l = L gives the critical coupling ratio for the improved second-moment estimator

of the imaginary time correlation length

αc = 0.6216(2) , (6.7)
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Figure 6.9: Peak locations of the imaginary time correlation length ξτ at fixed β = 100 (T = 0.01).

Lines show fits to the finite-size scaling function (5.48). (a) Improved second-moment estimator. (b)

Partly improved fourth-moment estimator.

and the corresponding shift exponent

θ = 2.3(1) −→ ν = 0.43(2) . (6.8)

For the partly improved fourth-moment estimator we get

αc = 0.6216(3) , (6.9)

and

θ = 2.2(3) −→ ν = 0.45(7) . (6.10)

While the estimates of the critical coupling ratio are very close to those determined from the

twist order parameter, the shift exponent seems to be higher but is still consistent with (6.6).

In Table 6.1 we have seen that when omitting small chains the shift exponent takes on larger

values. It is therefore possible that if we had defined pseudo-critical points as the maxima of

the twist order parameter’s absolute slope, those points would indeed show the same shift as

the peak locations of the correlation length. The zeros of the twist order parameter, however,

show an error of order 1/L that significantly alters the shift behaviour of overly small chains.



64 CHAPTER 6. RESULTS OF MODEL B

6.2.2 Imaginary Time Correlation Length for Fixed Chain Length

We now want to change our perspective and keep the chain length L at a fixed value while

observing the dependence on β. We will benefit from this as a lot more data points can be

included in the finite-size scaling analysis. The longest chain simulated for model B is of length

L = 512 which is still larger than β = 100. It is pointed out in Section 5.5.2 that it should be

possible to apply exactly same the fit functions in a region where the linear dependence on β is

reproduced. Provided the dynamic critical exponent z is unity, the shift exponent will be 1/ν.

The dependence of the correlation length estimators on β at fixed chain length L is shown in

Figs. 6.10 and 6.11. The aspect ratio now much better approximates the condition L/β ≈ ∞
and linear dependence of the peak heights on β is reproduced for more data sets. A test fit

(L = 512, β = 6.67, . . . , 100) to a “faked” linear function in β that is proportional to βx gives

a value of x = 0.993(2) and χ2
pdof = 2.65. Even though this result does not consistently prove

linear dependence it is better than before, and we will take it as assuring enough to keep the

data points of all temperatures for a fixed chain length of L = 512 in order to perform the
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Figure 6.10: Improved second-moment estimator of the imaginary time correlation length ξτ at fixed

chain length. Lines are simple interpolations to guide the eye. (a) Dependence on the coupling ratio

α for various temperatures and L = 512. (b) Height of the maxima against inverse temperature β for

L = 16, . . . , 512.
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Figure 6.11: Same as Fig. 6.10, but for the partly improved fourth-moment estimator.
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Figure 6.12: Peak locations of the imaginary time correlation length ξτ at fixed L = 512. Lines show

fits to the finite-size scaling function (5.48). A qualitative change of the β-dependence can be observed

at β ≈ 20. (a) Improved second-moment estimator. (b) Partly improved fourth-moment estimator.
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Figure 6.13: Same as Fig. 6.12, but plotted against the temperature T = 1/β. The change of the shift

behaviour can now be seen more clearly even for the improved second-moment estimator in (a). The

solid line in (b) is the non-linear finite-size scaling fit from (a).

analysis of the peak locations. The results of the finite-size scaling fits are shown in Fig. 6.12.

Fitting to (5.48) – where now l = β – gives

αc = 0.62117(4) , (6.11)

and

θ = 1.92(8) −→ ν = 0.52(3) . (6.12)

for the improved second-moment estimator and

αc = 0.62107(7) , (6.13)

and

θ = 1.66(19) −→ ν = 0.60(7) . (6.14)

for the partly improved fourth-moment estimator. These values of the shift exponent come

consistently close to the ones determined from the twist order parameter in the preceding
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section (when small chains are omitted). This indicates that the zeros of the twist order

parameter possibly do asymptotically shift with the same exponent as the correlation length.

We note, however, that there seems to be a qualitative change of the shift behaviour

occuring at β ≈ 20. Plotting the peak locations of the correlation length estimators against

the temperature (i.e. 1/β) this becomes even more obvious. For the larger values of β (small

T ) the shift of the pseudo-critical points of the improved second-moment estimator seems to be

linear in 1/β (see Fig. 6.13). This would imply the shift exponent θ and, correspondingly, the

critical exponent ν to be unity. The method of determination of the peak heights and locations

has been checked thoroughly in order to exclude systematic errors from this side. A possible

interpretation on the one hand is that we observe a crossover effect that becomes apparent

at β ≈ 20 from effectively two to one dimensional classical behaviour, i.e. that the system

begins to “feel” the finiteness of the spatial dimension at surprisingly high temperatures. On

the other hand we need to be careful as the linearity in 1/β is only induced by the data point

at β = 20. The non-linear behaviour, however, does not get strong support either. The two

values of β that dominate the bend of the curve are very small compared to the chain length

of L = 512.

6.2.3 Spatial Correlation Length

So far, we have only discussed the imaginary time correlation length ξτ . Analysing the spatial

correlation length ξ we basically observe the same behaviour. If we keep the temperature

fixed at the lowest value simulated (i.e. at the highest value of β) the spatial correlation

length measured by the partly improved second-moment estimator will saturate (Fig. 6.14).

The values it takes on are generally about twice as high as those of its temporal counterpart.
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Figure 6.14: Partly improved second-moment estimator of the spatial correlation length ξ at fixed

temperature. Lines are simple interpolations to guide the eye. (a) Dependence on the coupling ra-

tio α for various chain lengths L at T = 0.01 (β = 100). (b) Height of the maxima against L for

T = 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05 (β = 100, . . . , 20).
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Figure 6.15: Partly improved second-moment estimator of the spatial correlation length ξ at fixed chain

length. Lines are simple interpolations to guide the eye. (a) Dependence on the coupling ratio α

for various temperatures and L = 512. (b) Height of the maxima against inverse temperature β for

L = 16, . . . , 512.

Linear dependence on the chain length L is again – at most – reproduced up to values as high

as L = 64. The numerical check of linearity – a fit proportional to Lx not considering the

error estimates of the pseudo-critical points – produces x = 0.900(5) with χ2
pdof = 0.0003. The

finite-size scaling analysis without correction terms gives

αc = 0.6217(1) , (6.15)

and

θ = 2.9(4) −→ ν = 0.34(5) . (6.16)

The shift exponent differs significantly from the values obtained so far. Changing the scaling

perspective again we can keep the chain length fixed at L = 512 (see Fig. 6.15) to hope for

better data sets of more points. Even though the linearity check is more promising than before

with the exponent x = 0.94(1) and χ2
pdof – thus showing that linear dependence on β is better

reproduced – the locations of the critical points do not give a sufficiently smooth function to

be fitted. As shown in Fig. 6.16b only the five highest values of β have been fed into (5.48) to

give

αc = 0.6211(2) , (6.17)

and

θ = 3.3(1.5) −→ ν = 0.30(14) . (6.18)

The reason for this high uncertainty of peak locations at small β can be seen in Fig. 6.15a. Even

though the error estimates are resonably small the partly improved second-moment estimator

of the spatial correlation length strongly varies in the vicinity of the peak. It is very likely

that this roots back onto the use of the unimproved estimator χunimp(π + 2π/L, 0) in order to

calculate the partly improved second-moment estimator ξ
(2)
part.



68 CHAPTER 6. RESULTS OF MODEL B

 0.62

 0.622

 0.624

 0.626

 0.628

 0.63

 0.632

 0.634

 0  10  20  30  40  50  60  70

α*
 fr

om
 ξ

(2
)

pa
rt

,m
ax

L(a)

 0.58

 0.59

 0.6

 0.61

 0.62

 0.63

 0.64

 0  20  40  60  80  100

α*
 fr

om
 ξ

(2
)

pa
rt

,m
ax

β(b)

Figure 6.16: Peak locations of the partly improved second-moment estimator of the spatial correlation

length. Curves show the correponding finite-size scaling fits (5.48). (a) As a function of chain length

at T = 0.01 (β = 100). (b) As a function of inverse temperature β for chain length L = 512.

6.2.4 Corrections to Scaling and Linearity Check

Results of all fit functions including the ones with correction terms are listed in Tables 6.4

and 6.5 for the imaginary time correlation length. Fits to the pure finite-size scaling rela-

tion (5.48) without correction terms produce lower estimates of the shift exponent if the chain

length is kept fixed. The values thus obtained also agree better with the ones obtained from

the twist order parameter when small chains are omitted. Including the term linear in 1/β

and letting the shift exponent be a free fit parameter – fit function (5.52) – gives a consistently

non-zero parameter a but a significantly higher shift exponent. Furthermore we note that the

exponent estimates from the linear procedure show surprisingly low values. This indicates

that we have indeed resolved two terms with different asymptotic behaviour. The onset of

dominant linearity in 1/β for β > 20 might be the crossover from effectively two to one di-

mensional classical behaviour. The problem then is that we cannot take the shift exponent

obtained from those fits and draw precise conclusions about the critical exponent ν. However,

as the various values of the shift exponent differ widely anyway, precise conclusions concerning

ν remain inconclusive so far.

Fit (5.56) takes the exponent estimate from (5.48) and does not output a significant

correction term. Once the exponent is fixed at its value from (5.48), the term linear in 1/β or

1/L is not accepted. This, in turn, does not support the assumption of the onset of dimensional

crossover but that instead the peak locations’ shift is controlled by one single term with the

exponent not being one.

All tests of linearity are listed in Tables 6.6 and 6.7. It can be seen that the results

are much better if we keep the chain length constant. In this case the aspect ratio better

approximates the condition β/L ≈ ∞ and finite-size scaling fits according to the functions

explained in Section 5.5.2 are more reliable to be applied.
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Table 6.4: Finite-size scaling fit results of both the improved second-moment estimator ξ
(2)
τ,imp and the

partly improved fourth-moment estimator ξ
(4)
τ,part of the imaginary time correlation length. The inverse

temperature is kept fixed at β = 100. Four chain lengths included: L = 8, . . . , 64. The fit to (5.52)

is a four parameter fit of four data points, consequently its χ2
pdof is zero by definition. Fits to (5.54)

and (5.55) use the exponent estimated by the linear procedure explained in Section 5.5.2: θ(lin) = 2.34(5)

for ξ
(2)
τ,imp and θ(lin) = 2.21(9) for ξ

(4)
τ,part.

Obs. Fit αc a b θ χ2
pdof

ξ
(2)
τ,imp (5.48) 0.6216(2) – −6.7(1.1) 2.3(1) 0.60

(5.52) 0.6212(7) 0.036(52) −5.4(1.7) 2.2(2) –

(5.53) 0.6189(5) 0.295(29) −2.6(2) – 18.44

(5.54) 0.6216(1) – −7.3(2) – 0.43

(5.55) 0.6216(3) −0.003(14) −7.2(4) – 0.81

(5.56) 0.6215(3) 0.004(14) −6.8(4) – 0.53

ξ
(4)
τ,part (5.48) 0.6216(3) – −5.3(4.1) 2.3(3) 0.19

(5.52) 0.6206(28) 0.12(45) −2.6(4.4) 1.8(1.2) –

(5.53) 0.6200(10) 0.20(9) −2.0(5) – 0.15

(5.54) 0.6216(2) – −4.9(4) – 0.10

(5.55) 0.6214(7) 0.01(5) −5.2(1.2) – 0.15

(5.56) 0.6215(7) 0.01(5) −5.5(1.3) – 0.18

Table 6.5: Same as Table 6.4 but with the chain length kept fixed at L = 512. Temperatures included

in the fits: T = 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05, 0.75, 0.100, 0.125 (i.e. β = 8, . . . , 100). θ(lin) =

1.48(24) for ξ
(2)
τ,imp and θ(lin) = 1.27(74) for ξ

(4)
τ,part.

Obs. Fit αc a b θ χ2
pdof

ξ
(2)
τ,imp (5.48) 0.62117(4) – 0.405(73) 1.92(8) 1.78

(5.52) 0.62098(8) 0.021(6) 1.28(86) 2.66(38) 1.15

(5.53) 0.62127(7) −0.017(6) 0.29(3) – 3.26

(5.54) 0.62100(3) – 0.147(4) – 5.07

(5.55) 0.62129(7) −0.034(8) 0.25(3) – 2.88

(5.56) 0.62114(6) 0.003(4) 0.38(4) – 1.72

ξ
(4)
τ,part (5.48) 0.62107(7) – 0.21(10) 1.66(19) 0.92

(5.52) 0.62088(12) 0.028(11) 3.2(11.9) 3.2(1.9) 0.78

(5.53) 0.62107(12) 0.001(13) 0.19(6) – 1.00

(5.54) 0.62092(5) – 0.079(6) – 1.29

(5.55) 0.62115(15) −0.046(28) 0.17(6) – 1.07

(5.56) 0.62104(11) 0.003(12) 0.195(59) – 0.91
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Table 6.6: Check of linearity of the peaks of the correlation length estimators. The peak height at the

pseudo-critical points in dependence of l = L or l = β are fitted to f(l) = a + b ∗ lx, with a, b and x the

fit parameters. Chain lenghts included for l = L: 8, 16, 32, 64. Temperatures included for l = β: 0.01,

0.015, 0.02, 0.025, 0.03, 0.04, 0.05, 0.75, 0.100, 0.125, 0.150 (i.e. β = 6.67, . . . , 100). Error estimates of

the peak heights are being considered.

Observable l a b x χ2
pdof

ξ
(2)
τ,imp L 0.21(8) 0.28(3) 0.91(3) 183.4

β 0.642(6) 0.299(2) 0.993(2) 2.6

ξ
(4)
τ,part L −0.98(56) 0.52(11) 0.79(4) 33.5

β 0.549(6) 0.326(2) 1.008(2) 0.5

ξ
(2)
part L −0.27(4) 0.54(2) 0.893(6) 12.0

β 0.69(32) 0.69(4) 0.94(2) 0.1

Table 6.7: Same as Table 6.6, but with error estimates of the peak heights not being considered.

Observable l a b x χ2
pdof

ξ
(2)
τ,imp L 0.06(12) 0.32(3) 0.88(2) 0.00131

β 0.635(10) 0.299(2) 0.993(1) 0.00008

ξ
(4)
τ,part L −0.86(41) 0.51(8) 0.79(3) 0.01176

β 0.50(2) 0.335(3) 1.002(2) 0.00026

ξ
(2)
part L −0.21(5) 0.53(1) 0.900(5) 0.00024

β 0.89(22) 0.66(3) 0.95(1) 0.00082

6.3 Staggered Susceptibility

To complete the presentation of the observables of model B let us briefly look at the staggered

susceptibility χs. This quantity is measured directly by one single improved estimator and

therefore gives very accurate data points. Height and location of maxima could be determined

with proper accuracy. From finite-size scaling theory we expect that the height of the max-

ima grows proportional to Lγ/ν and the locations shift with the same shift exponent as the

correlation length.

In Fig. 6.17 we see again saturation of the observable for all temperatures. Keeping

the temperature fixed the staggered susceptibility ceases to grow at some value of L. This

confirms that there is no critical point at non-zero temperatures in the classical system which

we mapped the quantum spin chain onto. As we wish to extract the exponent γ we cannot

make an assumption on the L-dependence of χs in order to check how many data points can be

included in the corresponding finite-size scaling fits. We must rely on the knowledge obatined

so far from analysing the correlation lengths. If we – following the discussion of the preceding

section – take the correlation to be approximately linear in L for the chain lengths L = 8, . . . , 64
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we can measure the L-dependence of the staggered susceptibility’s peak heights for β = 100.

For these four data points we get
γ

ν
= 1.02(2) , (6.19)

when the very small error estimates of of the heights are included. Inclusion of error estimates

leads to a ridiculously high χ2
pdof = 327.6. Not considering the error estimates gives

γ

ν
= 0.99(2) , (6.20)

with χ2
pdof = 0.05. The height of the maxima of χs seems dominantly linear in L at T = 0.01

as long as we only consider chains with L ≤ 64.

This result is confirmed if we look at the β-dependence of the peak heights at fixed chain

length L = 512 (Fig. 6.18). Including all data points (i.e. β = 6.67, . . . , 100) and considering

error estimates we get
γ

ν
= 1.050(3) (6.21)

with χ2
pdof = 8.54 which again is rather high. Neglecting the error estimates gives

γ

ν
= 1.055(2) (6.22)

with χ2
pdof = 0.01. This exponent ratio is very close to one but not consistently so anymore.

Omitting the highest temperature (smallest β) gives the same exponents with even better

values of χ2
pdof .

Thus, we observe linear dependence of the staggered susceptiblity on L or β if the other

is kept fixed as long as we keep the ratio L/β or β/L sufficiently large. Crossover effects that

we observed in the preceding section are not reflected so far by the staggered susceptibility.

It, however, turns out that the location of the peaks, in contrast to the height, seems more
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Figure 6.17: Improved estimator of the staggered susceptibility at fixed temperature. Lines are

simple interpolations to guide the eye. (a) Dependence on the coupling ratio α for various chain

lengths L at T = 0.01 (β = 100). (b) Peak heights as function of the chain length for temperatures

T = 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05 (β = 20, . . . , 100).
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Figure 6.18: Improved estimator of the staggered susceptibility at fixed chain length. Lines are simple

interpolations to guide the eye. (a) Dependence on the coupling ratio α for various temperature T and

L = 512. (b) Peak heights as function of the inverse temperature β for various fixed chain lengths L.
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Figure 6.19: Peak locations of the staggered susceptibility. Curves show the correponding finite-size

scaling fits (5.48) (a) As a function of chain length at T = 0.01 (β = 100). The line indicates the value

of αc from the finite-size scaling fit with constant chain length.(b) As a function of inverse temperature

β for chain length L = 512.

sensitive to crossover effects. We see in Fig. 6.19a that the peak locations are not monotonic

with L for β = 100. Already at L = 64 which is still smaller than β = 100 the shift behaviour is

significantly altered. This is exactly what could be observed also for the correlation lengths at

higher temperatures. While in the case of the correlation length it was not possible to exclude

systematic errors in the determination of the peaks due to larger error estimates, the staggered

susceptibility allows for precise determination of the peaks and their location. Consequently,

we must accept the non-monotonic behaviour and interprete it as the physical result of the

finite chains at the given inverse temperature of β = 100. The corresponding finite-size scaling

fits are difficult and in fact do not work well in that case. The tables listed in the appendix

show the resulting parameters of those fits of the correlation length. No fits of this kind have

been undertaken for the staggered susceptibility.
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Table 6.8: Finite-size scaling fit results of the staggered susceptibility χs. The chain length is kept

fixed at L = 512. Temperatures included in the fits: T = 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05,

0.75, 0.1, 0.125, 0.15 (i.e. β = 6.67, . . . , 100). Fits to (5.54) and (5.55) use the exponent estimated

by the linear procedure explained in Section 5.5.2: θ(lin) = 1.81(22).

Fit αc a b θ χ2
pdof

(5.48) 0.62115(4) – 1.85(13) 2.12(4) 3.84

(5.52) 0.62106(11) 0.009(12) 2.06(33) 2.20(11) 4.29

(5.53) 0.62191(8) −0.109(7) 1.10(3) – 14.79

(5.54) 0.62090(3) – 0.98(1) – 15.05

(5.55) 0.62146(7) −0.047(5) 1.22(3) – 5.87

(5.56) 0.62113(6) 0.001(4) 1.84(4) – 3.83

The shift of the peak locations remains monotonic if we fix the chain length at its largest

value of L = 512 (Fig. 6.19). The results of applying all finite-size scaling fits are listed in

Table 6.8. The overall very high values of χ2
pdof are due to the small error estimates of the

peak locations.

6.4 Analysis With Constant Aspect Ratio

Originally in this analysis, we were also interested in the low-temperature properties of the three

Heisenberg spin chains. Various values of chain length and temperature were chosen to yield

series of data points of different chain length at a given, constant and low temperature. We have

seen that at fixed temperature scaling breaks down, i.e. the correlation length ceases to grow

linearly with L, for chain lengths that become sufficiently long. From a rough estimate based on

the slope of the twist order parameter we guessed that this breakdown occurs for chain lengths

L ≈ 4β. The linearity of the correlation length has been used to approximately determine

how many data points can be reliably fed into the finite-size scaling fits from Section 5.5.2.

Unfortunately, we had to realise that at most four data points survived.

In order to keep more data points we tried to change our perspective. Interpreting the

inverse temperature as length scale we performed the finite-size scaling analysis with β instead

of L, which this time is kept fixed at L = 512. Indeed, allmost all data points could be used

for the analysis.

The usual way of finite-size scaling is to vary L and β simultaneously and keep the aspect

ratio R = L/β constant. This corresponds to simultaneously taking the thermodynamic limit

L → ∞ as well as the temperature limit T → 0 (β → ∞). This way finite-size scaling gives

information about the zero temperature quantum phase transition.

However, due to the specific of choice chain lengths and temperatures we have at most
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Figure 6.20: Maxima of the second-moment estimator of the imaginary time correlation length as

function of the chain length L for six different aspect ratios R = L/β. (a) Height of the maxima. (b)

Location of the maxima. Curves show finite-size scaling fits.

three data points that can be fed into the uncorrected finite-size scaling fit (5.48). This results

in a three parameter fit of three data points. In Fig. 6.20a the height of the maxima of

the imaginary time correlation length for six different constant aspect ratios R = L/β is

shown. We note that for each value of R the correlation length measured by the improved

second-moment estimator ξ
(2)
τ,imp does grow linearly with the system size, as expected. The

corresponding shift of the location of the maxima is shown in Fig. 6.20b and it can be seen

that the shift is qualitatively and quantitatively different for each different value of the aspect

ratio R. Furhtermore, due to the lack of data points the non-linear finite-size scaling fits

are unstable and error estimates are unreliable. The estimates for the shift exponent θ from

analysing the location of the maxima of the temporal correlation length are listed in the upper

part of Table 6.9. In contrast to the maxima determined from the correlation length, the zeros

determined from the twist order parameter do qualitatively show the same shift behaviour for

each value of R. Figure 6.21 shows that for each aspect ratio the locations of the pseudo-critical

allmost fall on one line (two values of R are omitted for clarity). However, we still do not have

more than three data points to fit and therefore cannot precisely determine an exponent or give
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Figure 6.21: Location of the pseudo-critical points

determined from the twist order parameter zL as

function of the chain length L for constant aspect

ratio R = L/β. In contrast to the critical points

determined from the second moment estimator of

the correlation length these critical points allmost

fall on one line regardless of the value of the aspect

ratio R.
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Table 6.9: Estimates of the shift exponent θ determined from finite-size scaling fits without corrections

– (5.48) – of the pseudo-critical points of the second-moment estimator of the correlation length ξ
(2)
τ,imp

and the twist order parameter zL. The aspect ratio R = L/β is kept fixed. L . . . chain lengths included

in the fit.

Observable R L θ

ξ
(2)
τ,imp 1.6 16, 32, 64 3.05

2.56 64, 128, 256 1.85

3.2 32, 64, 128 1.78

5.12 128, 256, 512 0.01

6.4 64, 128, 256 1.28

12.8 128, 256, 512 2.07

zL 1.6 16, 32, 64 1.46

2.56 64, 128, 256 2.43

3.2 32, 64, 128 1.65

5.12 128, 256, 512 1.73

6.4 64, 128, 256 2.35

12.8 128, 256, 512 7.31

reliable error estimates which is why they are not reported here. The estimates for the shift

exponent θ determined from the twist order parameter are listed in the lower part of Table 6.9.

All fits started with the same initial value of the shift exponent θ0 = 1. Meaningless

values in Table 6.9 such θ = 0.01 and θ = 7.31 are clearly due to the lack of data points. For

further analysis, however, it should be worthwhile to securely establish the zero temperature

critical value of the couling ratio α and especially precisely determine the critical exponent

ν (i.e. the inverse shift exponent θ) by performing finite-size scaling analysis with constant

aspect ratio R = L/β.





Chapter 7

Results of Models A and C

For models A and C data is available for are L = 16, 32, 64, 128 and 256. We will see

that this is still sufficient to produce some estimates of critical coupling ratios and exponents.

Results are qualitatively the same as for model B and merely differ in the numeric output.

Model C, however, shows two transitions as we expected from the VBS picture in Section 3.4.3.

Furthermore, it exhibits the largest values of correlation lengths and susceptibilities and is most

sensitive to finite-size effects of all three models considered.

7.1 Twist Order Parameter

Let us start with the twist order parameter which is likely to give the most accurate estimate

of the critical coupling ratios. Its α-dependence at T = 0.01 (β = 100) and the corresponding

finite-size scaling fits are shown in Fig. 7.1 for model A and Figs. 7.2 and 7.3 for model C.

No temperature induced plateaus could be resolved and therefore – following the discussion of

model B – we assume that the detected zero transitions approximate the ground state value

with sufficient accuracy for all chain lengths.

The inclusion of all available chain lengths in the finite-size scaling analysis of the

pseudo-critical points using (5.48) gives for the critical coupling ratio of model A

αc = 0.7624(3) , (7.1)

and the shift exponent

θ = 1.72(11) −→ ν = 0.58(4) , (7.2)

with χ2
pdof = 0.02. The analysis of the first (left) transition of model C yields

αc = 0.4836(5) , (7.3)

and

θ = 1.32(5) −→ ν = 0.76(3) , (7.4)
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Figure 7.1: Twist order paramter zL of model A. (a) Dependence on the coupling ratio α for various

chain lengths L and temperature T = 0.01 (β = 100). Lines are simple interpolations to guide the eye.

(b) Pseudo-critical points α∗. The curve is the finite-size scaling fit (5.48) without corrections.
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Figure 7.2: Same as Fig. 7.1, but for model C – left transition.
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Figure 7.3: Same as Fig. 7.1, but for model C – right transition.
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Table 7.1: Results of fitting the pseudo-critical points of the twist order parameter to the finite-size

scaling relation without corrections (5.48) at fixed temperatrue T = 0.01. L . . . chain lengths included in

the fit, αc . . . fit parameter – critical coupling ratio, b . . . fit paramter, θ . . . fit parameter – shift exponent,

χ2
pdof . . . chi-squared per degree of freedom; θ(lin) . . . shift exponent from linear fit (see Section 5.5.2).

Model L αc b θ χ2
pdof

A 8–256 0.7624(3) −4.5(6) 1.71(5) 0.02

16–256 0.7624(3) − 4.5(1.5) 1.72(10) 0.02

32–256 0.7625(5) −3.6(4.9) 1.65(39) 0.00

8–128 0.7624(7) −4.5(7) 1.72(6) 0.02

16–128 0.7623(9) −4.7(2.0) 1.73(16) 0.02

C 16–256 0.4836(5) −4.9(8) 1.32(5) 4.46

32–256 0.4823(6) −9.5(2.8) 1.52(9) 2.71

16–128 0.4866(14) −3.3(7) 1.19(7) 0.41

16–256 1.3126(14) 9.4(2.9) 1.41(10) 2.38

32–256 1.3146(15) 21.6(12.0) 1.65(17) 0.34

16–128 1.3266(14) 5.6(2.4) 1.24(14) 1.04

with χ2
pdof = 4.46. For the second (right) transition of model C we obtain

αc = 1.3126(14) , (7.5)

and

θ = 1.41(10) −→ ν = 0.71(6) , (7.6)

with χ2
pdof = 2.38.

If we now investigate, as for model B, what happens when omitting either the shortest

or the longest chain, we detect no significant change in the parameters for model A, at least

within the error estimates that become larger. Analogously testing the finite-size scaling fits

of model C by omitting either the shortest or longest chain results in the same qualitative

changes as for model B, i.e. that the shift exponent changes to smaller values if we fit the

four data points of L = 16, . . . , 128 and tends to become larger if we fit the four data points of

L = 32, . . . , 256. Numbers that underline our discussion are listed in Table 7.1. We note that

even though the shift exponents of model C’s two transitions seem to differ they are consistently

the same at least within error estimates. It is further possible that the shift exponents of all

three models are very close to each other if not the same when only chains of sufficiently large

length are considered.
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7.2 Correlation Lengths and Susceptibility

We will complete the presentation of results by quickly looking at the improved second-moment

estimator of the imaginary time correlation length and the staggered susceptibility of models A

and C. We have learned in the discussion of model B that performing our finite-size scaling

analysis along the spatial direction by keeping the temperature at a fixed value leads to severe

problems that at most permit to use four data points in the analysis. A “brute-force” analysis

was carried out for various estimators of the correlation length at different temperatures. The

corresponding fits to all trial fit functions mostly behave rather poorly and are listed in the

tables of Appendix A. Those numbers witness the breakdown of scaling, i.e. that no true

critical point could be detected in the non-zero temperature range under consideration. At non-

zero temperature we do not detect divergencies of the correlation lengths or the susceptibilities

in the classical system which the quantum spin chain is mapped onto. As L = 8 is not included

for models A and C – no exact results have been calculated for either of the two diverging

observables – we are left with just three data points where one (for L = 64) is highly insecure

to be used. This is why we will only look at the results for the modified finite-size scaling

analysis where the chain length is kept fixed at its presently largest value L = 256.

The results of model A are presented in Figs. 7.4 and 7.5. Even for the largest value

of β the susceptibility depends almost linearly on β while for the imaginary time correlation

length a small deviation can already be seen. The curves that are shown in Fig. 7.5b show

the finite-size scaling fits without corrections fitted to all data points but the one of β = 100.

Still this data point lies well within the range of the fit. Thus, by assuming that the finite-size

scaling assumption holds within the range of 6.67 ≤ β ≤ 40 the imaginary time correlation

length yields

αc = 0.7619(3) , (7.7)

and

θ = 1.22(10) −→ ν = 0.82(7) , (7.8)

with χ2
pdof = 1.49, while from the susceptibility of model A we obtain

αc = 0.7625(3) , (7.9)

and

θ = 1.79(7) −→ ν = 0.57(7) , (7.10)

with χ2
pdof = 0.42. The two estimates of the shift exponent θ differ significantly which makes

it impossible to give a definite value of ν. However, the exponent obtained from the staggered

susceptibility is perferctly consistent with the values obtained from the twist order parameter

(see Table 7.1).



7.2. CORRELATION LENGTHS AND SUSCEPTIBILITY 81

 2
 4
 6
 8

 10
 12
 14
 16
 18
 20
 22
 24

 0.68  0.7  0.72  0.74  0.76  0.78  0.8

ξ(2
)

τ,
im

p

α

T=0.01
T=0.025

T=0.04
T=0.05
T=0.06

T=0.075
T=0.1

(a)

 0
 10
 20
 30
 40
 50
 60
 70
 80
 90

 100
 110

 0.68  0.7  0.72  0.74  0.76  0.78  0.8

χ s
,im

p

α

T=0.01
T=0.025

T=0.04
T=0.05

T=0.075
T=0.1

(b)

Figure 7.4: Improved estimators of the imaginary time correlation length (a) and the staggered suscep-

tibility (b) of model A for various temperatures. The chain length is L = 256.
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Figure 7.5: Pseudo-critical points of model A determined from the imaginary time correlation length

(boxes) and the staggered susceptibility (circles) for L = 256. (a) Height of the maxima that define the

pseudo-critical points against the inverse temperature β. Straight lines are linear fits of all data points

shown, error estimates are considered in the fit. In contrast to the correlation length, the maximum

of the susceptibility still grows linearly for the largest value of β. (b) Locations of the pseudo-critical

points with the corresponding finite-size scaling fits (5.48) without corrections (curves).

In Figs. 7.6–7.9 the results of model C are shown. In Fig. 7.9 the linear dependence in β

of both the imaginary time correlation length and the susceptibility clearly is not reproduced

anymore at large values of the inverse temperature. In this case it is obvious that including

the data points of β = 100 in the finite-size scaling fits of the location of the pseudo-critical

points will give misleading results. Omitting that value the fit without corrections gives

αc = 0.4819(2) , (7.11)

and

θ = 2.71(14) −→ ν = 0.37(2) , (7.12)

with χ2
pdof = 4.74 for the imaginary time correlation length of the left transition of model C.
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Figure 7.6: Improved second-moment estimator of the imaginary time correlation length of model C for

various temperatures and the chain length kept fixed at L = 256. As was expected two peaks develop.

(a) Left transition. (b) Right transition.

The corresponding fit of the right transition of model C gives

αc = 1.315(3) , (7.13)

and

θ = 2.70(25) −→ ν = 0.37(4) , (7.14)

with χ2
pdof = 1.20. From the staggered susceptibility we get

αc = 0.4823(2) , (7.15)

and

θ = 2.45(6) −→ ν = 0.41(1) , (7.16)

with χ2
pdof = 3.38 for the left transition and

αc = 1.3147(5) , (7.17)

and

θ = 1.93(20) −→ ν = 0.51(6) , (7.18)

with χ2
pdof = 1.08 for the right transition.

We see that the analysis of the pseudo-critical points of the correlation length gives the

same estimates of the shift exponent for both transitions whereas the data of the susceptibility

yield different values. However, all values but the last one are drastically different from the

ones obtained from the twist order parameter (see Table 7.1).

After having presented the most important results we will discuss the situation in the

following and final chpater and try to give some reasons for the problems.
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Figure 7.7: Staggered susceptibility of model C for various temperatures and the chain length kept

fixed at L = 256. (a) Left transition. (b) Right transition.
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Figure 7.9: Maximum peak height of the imaginary time correlation length (a) and the staggered

susceptibility (b) of model C against the inverse temperature β for L = 256. Data points of the

susceptibility for β = 100 fall on top of each other. Lines show linear fits of all data points with error

estimates of the peak height being considered.





Chapter 8

Discussion

8.1 Conclusions

The detailed analysis of model B has shown that the twist order parameter zL presented in

Section 3.5.1 indeed serves as a good order parameter to localise quantum critical coupling

ratios αc of mixed spin chains. As was expected one transition has been detected for models A

and B and two for model C. The estimates obtained for the critical coupling ratio are especially

accurate for model B where a chain length of L = 512 was included in the analysis. The shift

exponent of the pseudo-critical points determined from zero points of zL(α) is significantly

altered if short chains of models B and C are included in the fits. In model A, which involves

the smallest spins, this error is least apparent. It is assumed that this is due to a systematic

error of order 1/L present in (3.41). Thus, in analysing the shift behaviour one needs to be

careful and possibly only take longer chains into account in order to extract a reliable value

of the exponent. By doing so it was found that the shift of all three models is controlled by

exponents the values of which are very close to each other.

The detailed analysis of model B showed the temperature induced building of a plateau-

like shape of zL(α). By measuring a thermal average of the twist order parameter the corre-

sponding properties of low-lying excited states are involved. This offers a possibility to classify

“phases” in terms of the twist order parameter even at non-zero temperatures if the extent

of the plateau remains finite in the thermodynamic limit. It can yet not be told if this really

happens. The conjectured scenario is schematically depicted in Fig. 8.1. It was shown that

this formation of a plateau significantly changes the location of zero points which is why it is,

of course, not possible to do finite-size scaling analysis in order to extract exponents of the

quantum critical point if the temperatures were too high.

The results of the diverging quantities – spatial and temporal correlation length and

staggered susceptibility – showed beyond doubt that within the temperature range measured no

criticality, i.e. divergence, could be detected. Thus, the classical systems which the quantum
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spin chains are mapped onto do not show critical points at non-zero temperatures. For a

classical system with finite extent in the imaginary time direction, the idea of a line of critical

points with continuously varying exponents is not supported by the data. The saturation of

the correlation lengths and the susceptibility fits the same picture. By analysing the linearity

of the correlation length in dependence of L at fixed temperature and of β for fixed chain

length we could approximately locate the region where the finiteness of the fixed dimension

becomes apparent and thus determines the system’s behaviour.

The finite-size scaling analysis, carried out for fixed non-zero values of temperature,

must therefore be interpreted with special caution. From the twist order parameter we get

shift exponents that decrease with increasing temperature. However, the saturation of ac-

tually diverging quantities leaves no other choice than to interpret the phenomena observed

as crossovers. The dimensional crossover is from two- to one-dimensional classical behaviour.

With growing chain lengths the pseudo-critical points at first follow the shift enforced by the

quantum critical point’s exponent (i.e. two-dimensional classical). With the chain length

becoming comparable to the imaginary time length, however, the shift is modified. Even if

correction terms made up for the qualitative change of the shift – which is not the case – the

asymptotic values of the coupling ratio could not be interpreted as critical values at non-zero

temperature, due to the lack of criticality in the correlation lengths and staggered susceptibil-

ity. In order to resolve the influence of the quantum critical point’s exponent ν (i.e. at T = 0)

at low non-zero temperature, its zero temperature value needs to be undoubtedly determined

and known before.

The use of improved estimators proved vital for the calculation of the correlation lengths

in order to avoid inappropriately large sample sizes. The second- and fourth-moment estimators

are very sensitive to the errors of the input quantities. For this reason only the improved

second-moment estimator was used in the analysis of models A and C.

The chosen way of analysis of the peak locations of the diverging quantities proved

difficult. In order to include as many data points as possible to give stable fits, we applied the
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Figure 8.1: Schematic picture of the conjec-

tured twist order parameter dependence on α at

low non-zero temperatures in the thermodynamic

limit (L → ∞) that would apply to models A and

B. It has to be further investigated if region I re-

mains finite and if at the “transitions” between

the different regions the slope becomes infinite or

not. Additionally we do not yet know if the slope

is zero in region II within a finite interval of α of

non-zero measure.
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condition that the aspect ratio L/β is approximately either zero or infinite. Both conditions

are only insufficiently fulfilled by most of the values of chain length and inverse temperature

simulated. Thus, the crossover effects from two to one dimensional behaviour observed could

not be unambiguously resolved within the methods applied. This means that the shift of

pseudo-critical points is first determined by the exponents of the zero-temperature (i.e. two

dimensional) system but finally, with the aspect ratio coming closer to one, by the “exponents”

of the system at non-zero temperature. As we concluded before that no criticality was detected

we cannot define critical exponents of the system at non-zero temperature. Model B showed a

significant linear dependence of the location of pseudo-critical points for large β when the chain

length is kept fixed. This would imply a linear shift in the region where β is comparable to

L. This hypothesis, however, was not investigated further, and due to the lack of appropriate

data sets no analysis of that kind was done for models A and C.

For comparison, selected estimates of the critical coupling ratios from fitting to (5.48)

of the models and observables under consideration are listed in Table 8.1, as well as the

corresponding estimates of the shift exponents. Those values do not represent the best or

most accurate estimates but those the author considers to be the most reliable ones within

the context of discussion. The twist order parameter values of model B result from fitting the

pseudo-critical points of chain lengths L = 32, . . . , 512 while those for the other two models

result from fits including chain lengths L = 32, . . . , 256. The estimates for the diverging

quantities result from the modified finite-size scaling analysis with chain length kept fixed at

L = 512 for model B and at L = 256 for models A and C. Inverse temperatures included in

the fits are β = 6.67, . . . , 100 and β = 6.67, . . . , 40, respectively.

We note that in the analysis of the staggered susceptibility of all three models no other

than linear dependence on L or β with the other kept fixed has been measured, which is relevant

for the critical exponent γ of the susceptibility. Within the accuracy of the analysis this implies

that the critical exponents of the correlation length and the one of the susceptibility take on

approximately the same value, i.e. ν ≈ γ.

Leaving all the above discussion aside large logarithmic corrections from fits to (5.53)

can be observed for the twist order parameter of all three models (see Tables A.3, A.6, A.9

and A.10) – the origin of which remains yet unclear to the author – while the corresponding

terms are significantly smaller for the imaginary time correlation length. This logarithmic

term in (5.53) does not compete with a term that has a free exponent, and we cannot directly

contrast it to the parameter values obtained from the fit without corrections, (5.48).

Finally, a few remarks on the attempts to identify correction terms with the trial fit

functions presented in Section 5.5.2 are needed. Results are tabulated in Appendix A. One

major problem lies in the nature of non-linear fits that tend to be unstable with highly corre-

lated parameters. Even though the asymptotic value of the coupling ratio, i.e. αc, is relatively
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Table 8.1: Comparison of the critical coupling ratios αc and the shift exponents θ (error estimates

are the results of the fitting procedure) of all three models. Values from finite-size scaling analysis of

the location of pseudo-critical points of the twist order parameter zL, the improved second-moment

estimator of the imaginary time correlation length ξ
(2)
τ,imp and the improved estimator of the staggered

susceptibility χs,imp. (See text.)

Model Observable αc θ

A zL 0.7625(5) 1.65(39)

ξ
(2)
τ,imp 0.7619(3) 1.22(10)

χs,imp 0.7625(3) 1.79(7)

B zL 0.6211(1) 1.73(6)

ξ
(2)
τ,imp 0.6212(1) 1.92(8)

χs,imp 0.6212(1) 2.12(4)

C zL 0.4823(6) 1.52(9)

ξ
(2)
τ,imp 0.4819(2) 2.71(14)

χs,imp 0.4823(2) 2.45(6)

zL 1.3146(15) 1.65(17)

ξ
(2)
τ,imp 1.3145(21) 2.70(25)

χs,imp 1.3147(5) 1.93(2)

well-behaved, as it is “pinned” by its value of the longest chain or largest β, the value obtained

from finite-size scaling depends, of course, on the type of fit function used. Especially for model

B we could include L = 512 in the analysis and therefore get very accurate and consistent

estimates of the critical coupling ratio αc. We must, however, keep in mind that for a chain of

length L = 512 there might already be a very small systematic error due to the temperature

induced plateau. In the context of our discussion in Chapter 6, however, we concluded that

this systematic error is sufficiently small and cannot be resolved. The situation is not as good

for the critical exponent ν. We have seen that no definite value could be determined. This, in

turn, makes it difficult to definitely draw conclusions about the presence of correction terms

as more free fit parameters become involved. Thus, in order to securely determine leading

corrections it seems necessary to get an independent estimate of at least the critical coupling

ratio αc, and feed it into fits that include corrections. Even better it would be to have an

independent estimate of the critical exponent ν that generically controls the shift behaviour

of the pseudo-critical points. Thus equipped, precise identifiation of leading corrections would

be feasible.
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8.2 Summary and Outlook

Antiferromagnetic mixed Heisenberg spin chains have been investigated by means of continuous

imaginary time quantum Monte Carlo. Data sets thus produced have been analysed by the

finite-size scaling method with and without correction terms. For models A and B (C) we

identify 2(3) different gapped phases depending on the coupling ratio α and separated by 1(2)

gapless phase boundaries at a critical value αc [84, 85]. For models A and C the critical points

have been studied before in [14] with the same algorithm. Exact calculations have been done

in [11] and [12, 13] where in both cases a condition on gaplessness was derived by mapping

onto the non-linear σ-model. Those results compared to the ones obtained from quantum

Monte Carlo are shown in Table 8.2. Yet qualitatively confirming our results there remains a

significant quantitative difference.

There are quantum critical points at T = 0, but no line of critical points at low non-

zero temperatures. The particular choice of chain lengths and temperatures simulated did not

provide sufficiently many data points for the usual finite-size scaling analysis with constant

aspect ratio. In order to avoid further simulation of data sets at the end of the work a modified

way of finite-size scaling was applied. The condition of the aspect ratio being approximately

infinite is, however, only insufficiently well satisfied, and this renders the estimates of critical

exponents, largely inconclusive.

The twist order parameter as presented in Section 3.5.1 proved a precise tool in order to

detect pseudo-critical points. Its low temperature properties should be the subject of future in-

vestigation. It remains to be clarified if it is possible to “label” low-lying excited states in terms

of the valence bond picture. It will be interesting to investigate the meaning of the temperature

induced plateau-like shape of the twist order parameter discussed in Section 6.1. As reported

in [86], VBS order is retained up to low non-zero temperature on the bilayer honeycomb lattice

with S = 1/2. Above some temperature the VBS order is destroyed by droplet-like excitations

that connect different symmetry related ground states. Whether such phenomena related to

“deconfined” quantum criticality [86] are relevant in the one-dimensional case of uniform and

mixed Heisenberg spin chains remains an interesting question to be investigated. Furthermore,

Table 8.2: Critical values of the coupling ratio αc derived from field theoretic investigation compared

to results from quantum Monte Carlo in this thesis. At α = αc two gapped phases are separated by a

gapless boundary. Model C has two gapless boundaries (see Section 3.4.3).

Model Fukui [11] Takano [12, 13] Quantum Monte Carlo

A 0.625 0.5714 0.7625(5)

B 0.5556 0.4286 0.6211(1)

C 0.2708 0.2553 0.4823(6)
1.625 1.7143 1.3146(15)
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it shall be enlightening to extend studies to general two dimensional Heisenberg systems of

mixed spins.

Independent determination of the critical coupling ratio(s) could be done by calculating

the Binder cumulant. Securely established values then could be fed into finite-size scaling fits

equipped with various – though reasonable – correction terms.

In order to reliably compare and relate critical coupling ratios and exponents obtained

from the twist order parameter to those obtained from diverging quantities, such as the corre-

lation lengths and staggered susceptibilities it is highly desirably to determine precise values

for the quantum critical point directly at T = 0. Using continuous time quantum Monte Carlo,

i.e. the Loop Algorithm, it proved vital to use improved estimators of dynamic susceptibilities.

Keeping the aspect ratio at a suitable and constant value and simulating up to sufficiently

large systems should allow for simultaneous extrapolation to both the thermodynamic limit

and the limit T → 0 and provide proper estimates of the parameters of interest. Alternatively,

the Loop Algorithm allows for direct implementation of the above limits [87]. Measurements

of the twist order parameter could either be implemented as in the present algorithm of finite

systems with segments of varying spatial extent (i.e. with open boundary conditions) and

analysed by finite-size scaling methods, or, if possible, formulated in terms of cluster proper-

ties and measured via improved estimators. Quantum Monte Carlo methods could further be

supplemented by density matrix renormalisation group calculations [88].

In any case, precise knowledge of zero temperature values is crucially important when

trying to resolve low temperature properties of mixed quantum Heisenberg spin chains.



Appendix A

Finite-Size Scaling at Fixed

Temperatures

The following tables show the results of fits to the finite-size scaling relations presented in

Section 5.5.2. It was tried to resolve the temperature dependence of critical coupling ratios αc

and critical exponents ν, which is the inverse of the shift exponent θ. The analysis of the

peak heights of diverging quantities, however, did not show criticality. Consequently, it is not

meaningful to interpret the estimates shown in the tables as parameters of critical points.

For the results that are listed in the following tables, twist order parameter zL, and

improved and unimproved second-moment estimators, ξ
(2)
τ,imp and ξ

(2)
τ,unimp, respectively, of the

imaginary time correlation length were used. 105 measurements were taken after 104 sweeps

for equilibration.

All fits were performed with the Levenberg–Marquardt χ2-minimisation routines from

Numerical Recipes [63]. Error estimates show the square root of the diagonal elements of the

covariance matrix.
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Table A.1: Improved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,imp of

Model A. Chain lengths included: L = 16, . . . , 512 for T = 0.01, 0.025 and L = 16, . . . , 256 for

T = 0.04, 0.05.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.76244(5) 2.72(14) −27(11) 2.1

(5.52) 0.76254(9) 3.27(54) −0.028(20) −111(159) 2.4

(5.53) 0.76209(8) 0.146(18) −2.07(13) 10.1

(5.54) 0.76256(5) 2.01(65) −3.40(12) 11.0

(5.55) 0.76226(8) 2.01(65) 0.069(13) −4.74(28) 5.3

(5.56) 0.76246(7) 2.72(14) −0.004(9) −27(2) 2.0

0.025 (5.48) 0.76289(8) 3.1(3) −66(54) 1.12

(5.52)

(5.53) 0.76239(16) 0.165(30) −2.04(20) 6.39

(5.54) 0.76308(8) 1.89(46) −2.18(12) 8.32

(5.55) 0.76255(15) 1.89(46) 0.107(24) −3.61(34) 4.40

(5.56) 0.76246(7) 3.1(3) −0.008(14) −63(6) 1.00

0.04 (5.48) 0.76440(13) 2.78(38) −29(30) 2.23

(5.52) 0.76468(27) 4.2(2.6) −0.048(37) −1205(8229) 3.10

(5.53) 0.76400(26) 0.132(42) −1.88(26) 5.43

(5.54) 0.76440(12) 2.8(−) −31.7(2.0) 1.45

(5.55) 0.76449(21) 2.8(−) 0.013(22) −29.8(3.9) 2.07

(5.56) 0.76448(21) 2.78(38) −0.011(23) −27(3.6) 2.11

0.05 (5.48) 0.76526(21) 2.41(33) −8(8) 3.59

(5.52) 0.76448(102) 1.48(76) 0.25(58) −1.5(1.1) 5.68

(5.53) 0.76465(36) 0.141(46) −1.70(27) 2.79

(5.54) 0.76567(18) 1.63(−) −0.875(62) 5.62

(5.55) 0.76465(36) 1.63(−) 0.161(49) −1.79(28) 2.86

(5.56) 0.76517(30) 2.41(33) 0.010(26) −8.5(1.4) 3.53



93

Table A.2: Unimproved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,unimp of

Model A. Chain lengths included: L = 32, . . . , 512 for T = 0.01 and L = 16, . . . , 256 for T = 0.25.

T Fit αc θ a b χ2
pdof

0.01 (5.48)

(5.52)

(5.53) 0.76233(19) −0.023(63) 0.17(93) 0.31

(5.54)

(5.55)

(5.56)

0.025 (5.48) 0.76331(15) 3.4(8) −206(465) 0.48

(5.52) 0.76323(36) 3.1(1.3) 0.014(56) −89(299) 0.91

(5.53) 0.76264(35) 0.186(62) −2.2(6) 1.41

(5.54) 0.76340(14) 2.6(6) −19.7(3.7) 0.87

(5.55) 0.76311(35) 2.6(6) 0.038(31) −24.8(5.5) 0.52

(5.56) 0.76328(25) 3.4(8) 0.003(26) −209(46) 0.48
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Table A.3: Twist order parameter zL of Model A. Chain lengths included: L = 16, . . . , 512.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.76246(17) 1.7(1) −4.4(1.3) 0.05

(5.52) 0.76262(45) 1.9(6) −0.09(22) −6(7) 0.004

(5.53) 0.76243(25) 0.001(67) −3.62(42) 0.12

(5.54) 0.76256(15) 1.61(5) −3.355(94) 0.27

(5.55) 0.76238(25) 1.61(5) 0.064(73) −3.72(43) 0.11

(5.56) 0.76248(25) 1.7(1) −0.005(66) −4.35(50) 0.05

0.025 (5.48) 0.76389(15) 1.55(6) −3.1(6) 0.69

(5.52) 0.76416(34) 1.8(5) −0.16(15) −4.8(3.5) 0.68

(5.53) 0.76402(20) −0.109(43) −3.22(30) 0.55

(5.54) 0.76416(11) 1.42(9) −2.079(52) 1.87

(5.55) 0.76377(22) 1.42(9) 0.137(65) −2.58(24) 0.98

(5.56) 0.76392(20) 1.55(6) −0.008(52) −3.03(29) 0.68

0.04 (5.48) 0.76508(29) 1.58(7) −3.33(66) 1.55

(5.52) 0.76637(53) 2.8(9) −0.38(9) −49(107) 1.32

(5.53) 0.76529(39) −0.102(57) −3.26(37) 1.53

(5.54) 0.76743(23) 1.1(2) −0.767(20) 1.58

(5.55) 0.76398(53) 1.1(2) 3.00(42) −4.61(54) 3.54

(5.56) 0.76519(40) 1.58(7) −0.020(66) −3.22(36) 1.53

0.05 (5.48) 0.76714(31) 1.45(6) −2.43(42) 1.02

(5.52) 0.76801(88) 2.2(1.2) −0.39(24) −8(22) 1.25

(5.53) 0.76745(37) −0.212(57) −2.80(36) 0.96

(5.54) 0.76786(24) 1.27(9) −1.442(29) 3.19

(5.55) 0.76675(44) 1.27(9) 0.41(14) −2.34(30) 1.16

(5.56) 0.76715(40) 1.45(6) −0.005(83) −2.42(31) 1.02
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Table A.4: Improved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,imp of

Model B. Chain lengths included: L = 16, . . . , 512.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.62132(5) 2.70(28) −19(15) 0.35

(5.52) 0.62126(9) 2.32(47) 0.020(30) −7.4(8.7) 0.21

(5.53) 0.62113(7) 0.091(16) −1.45(16) 1.20

(5.54) 0.62134(5) 2.44(7) −8.98(48) 0.58

(5.55) 0.62128(7) 2.44(7) 0.014(11) −9.83(79) 0.16

(5.56) 0.62131(7) 2.70(28) 0.003(10) −19.6(1.6) 0.31

0.025 (5.48) 0.62163(5) 3.00(45) −41(55) 5.31

(5.52) 0.62125(17) 1.62(41) 0.17(14) −1.8(1.4) 0.64

(5.53) 0.62127(9) 0.145(26) −1.70(25) 0.38

(5.54) 0.62163(5) 3.2(7) −77(12) 4.06

(5.55) 0.62155(7) 3.2(7) 0.015(26) −1.70(24) 0.38

(5.56) 0.62153(7) 3.00(45) 0.026(13) −54(9) 3.76

0.05 (5.48) 0.62286(7) 4.58(1.8) −2537(12664) 17.34

(5.52) 0.62184(33) 1.32(29) 0.73(93) −1.61(48) 1.14

(5.53) 0.62216(11) 0.239(25) −2.07(19) 1.26

(5.54) 0.62290(6) 2.3(−) −3.63(42) 17.77

(5.55) 0.62240(9) 2.3(−) 0.127(17) −8.83(80) 3.95

(5.56) 0.62263(9) 4.58(1.8) 0.049(12) −3522(352) 11.46

0.075 (5.48)

(5.52)

(5.53) 0.62357(18) 0.243(41) −1.76(27) 0.96

(5.54) 0.62440(11) 1.7(−) −0.29(11) 9.62

(5.55) 0.62360(18) 1.7(−) 0.237(40) −2.16(33) 1.10

(5.56)
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Table A.5: Unimproved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,unimp of

Model B. Chain lengths included: L = 32, . . . , 512 for T = 0.01 and L = 16, . . . , 512 for T = 0.025.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.62132(7) 2.8(1.2) −51(237) 0.61

(5.52) 0.62099(73) 1.2(1.8) 0.52(5.79) −1.1(3.8) 0.40

(5.53) 0.62114(15) 0.088(58) −1.70(84) 0.68

(5.54) 0.62130(6) 3.8(1.2) −2046(1025) 0.64

(5.55) 0.62132(11) 3.8(1.2) 0.005(22) −1885(1210) 0.93

(5.56) 0.62127(12) 2.8(1.2) 0.013(27) −65(36) 0.49

0.025 (5.48) 0.62165(10) 3.11(75) −64(142) 2.45

(5.52) 0.62105(44) 1.42(68) 0.30(54) −1.4(1.2) 0.93

(5.53) 0.62117(19) 0.162(47) −1.87(45) 0.66

(5.54) 0.62170(10) 2.10(34) −2.39(69) 2.68

(5.55) 0.62132(17) 2.10(34) 0.092(33) −5.9(1.5) 0.91

(5.56) 0.62152(10) 3.11(75) 0.025(21) −80(22) 1.97
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Table A.6: Twist order parameter zL of Model B. Chain lengths included: L = 16, . . . , 512.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.62121(18) 1.59(5) −5.75(83) 0.19

(5.52) 0.62107(49) 1.51(26) 0.13(47) −5.1(1.8) 0.23

(5.53) 0.62130(22) −0.115(57) −5.75(40) 0.17

(5.54) 0.62112(15) 1.64(5) −6.56(14) 0.36

(5.55) 0.62127(23) 1.64(5) −0.051(61) −6.22(43) 0.24

(5.56) 0.62120(23) 1.59(5) −0.004(64) −5.78(40) 0.19

0.025 (5.48) 0.62141(17) 1.57(4) −5.32(49) 1.16

(5.52) 0.62172(41) 1.76(26) −0.20(21) −7.4(3.7) 1.43

(5.53) 0.62158(22) −0.153(40) −5.45(24) 1.07

(5.54) 0.62127(12) 1.61(10) −5.922(64) 1.21

(5.55) 0.62150(22) 1.61(10) −0.055(44) −5.62(25) 1.08

(5.56) 0.62148(20) 1.57(4) −0.005(46) −5.29(24) 1.16

0.05 (5.48) 0.62256(52) 1.44(4) −3.93(40) 0.07

(5.52) 0.62220(143) 1.34(35) 0.3(1.4) −3.74(33) 0.07

(5.53) 0.62307(59) −0.355(62) −4.64(33) 0.18

(5.54) 0.62291(26) 1.41(7) −3.639(37) 0.21

(5.55) 0.62245(63) 1.41(7) 0.074(92) −3.86(28) 0.58

(5.56) 0.62254(62) 1.44(4) 0.003(87) −3.94(28) 0.07

0.075 (5.48) 0.62211(65) 1.48(5) −4.44(55) 2.30

(5.52) 0.61935(269) 1.03(30) 15(150) −17(169) 2.45

(5.53) 0.62250(76) −0.296(77) −5.07(42) 2.49

(5.54) 0.62354(41) 1.36(26) −3.223(44) 3.60

(5.55) 0.62147(83) 1.36(26) 0.38(14) −4.21(35) 2.02

(5.56) 0.62200(80) 1.48(5) 0.02(11) −4.50(38) 2.29
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Table A.7: Improved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,imp of

Model C – left transition. Chain lengths included: L = 16, . . . , 256.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.48224(15) 1.23(24) −0.20(16) 0.08

(5.52) 0.48235(16) 2.9(5.3) −0.083(36) −6(77) 0.02

(5.53) 0.48230(14) −0.064(33) −0.26(27) 0.05

(5.54) 0.48224(6) 1.23(7) −0.20(3) 0.06

(5.55) 0.48225(19) 1.23(7) −0.003(98) −0.20(21) 0.08

(5.56) 0.48225(19) 1.23(24) −0.002(10) −0.20(21) 0.08

0.025 (5.48) 0.48279(21) 1.35(32) −0.20(16) 1.30

(5.52)

(5.53) 0.48283(23) −0.045(41) −0.38(35) 1.35

(5.54) 0.48303(15) 1.00(34) −0.086(13) 1.32

(5.55) 0.48263(36) 1.00(34) −5.3(4.3) 5.1(4.2) 1.21

(5.56) 0.48277(21) 1.35(32) 0.007(83) −0.31(27) 1.29

0.04 (5.48) 0.48314(18) 1.51(17) −0.73(38) 3.33

(5.52)

(5.53) 0.48318(23) −0.035(36) −0.83(26) 3.39

(5.54) 0.48325(11) 1.40(34) −0.516(43) 2.63

(5.55) 0.48306(26) 1.40(34) 0.049(60) −0.68(21) 3.28

(5.56) 0.48312(25) 1.51(17) 0.005(48) −0.76(24) 3.33

Table A.8: Unimproved second-moment estimator of the imaginary time correlation length ξ
(2)
τ,unimp of

Model C – left transition. Chain lengths included: L = 32, . . . , 256.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.48230(28) 1.48(55) −1.0(2.2) 0.10

(5.52)

(5.53) 0.48236(37) −0.06(12) −1.3(1.5) 0.12

(5.54) 0.48233(11) 1.43(18) −0.81(17) 0.05

(5.55) 0.48227(46) 1.43(18) 0.03(21) −0.9(1.2) 0.10

(5.56) 0.48229(44) 1.48(55) 0.01(19) −1.0(1.2) 0.10
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Table A.9: Twist order parameter zL of model C – left transition. Chain lengths included:

L = 16, . . . , 256 for T = 0.01 and L = 16, . . . , 512 for T = 0.025, 0.04.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 0.48360(48) 1.32(5) −4.90(72) 4.46

(5.52)

(5.53) 0.48464(52) −0.93(12) −6.43(89) 6.79

(5.54) 0.48308(22) 1.38(9) −5.94(8) 3.62

(5.55) 0.48366(62) 1.38(9) −0.21(21) −5.24(70) 4.91

(5.56) 0.48338(65) 1.32(5) 0.09(25) −5.15(68) 4.39

0.025 (5.48) 0.48240(43) 1.31(4) −4.47(56) 2.23

(5.52)

(5.53) 0.48337(45) −0.915(89) −5.92(73) 3.52

(5.54) 0.48259(23) 1.29(6) −4.200(70) 1.74

(5.55) 0.48221(53) 1.29(6) 0.16(22) −4.61(55) 2.14

(5.56) 0.48229(55) 1.31(4) −0.05(20) −4.60(55) 2.21

0.04 (5.48) 0.48189(47) 1.25(4) −3.77(43) 0.30

(5.52) 0.48132(205) 1.10(48) 3(20) −6(20) 0.41

(5.53) 0.48285(46) −1.073(82) −4.86(67) 0.59

(5.54) 0.48105(27) 1.33(4) −4.895(66) 1.62

(5.55) 0.48212(54) 1.33(4) −1.073(82) −4.85(67) 0.59

(5.56) 0.48188(56) 1.25(4) 0.01(22) −3.78(51) 0.30
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Table A.10: Twist order parameter zL of model C – right transition. Chain lengths included:

L = 16, . . . , 256 for T = 0.01 and L = 16, . . . , 512 for T = 0.025, 0.04.

T Fit αc θ a b χ2
pdof

0.01 (5.48) 1.3126(14) 1.41(9) 9.4(2.8) 2.38

(5.52)

(5.53) 1.3116(17) 0.94(34) 12.2(2.6) 2.95

(5.54) 1.3134(7) 1.48(14) 11.62(43) 1.78

(5.55) 1.3127(18) 1.48(14) 0.22(48) 10.6(2.3) 2.57

(5.56) 1.3132(19) 1.41(9) −0.17(55) 10.0(2.1) 2.95

0.025 (5.48) 1.3146(7) 1.47(6) 10.7(2.4) 0.22

(5.52) 1.3142(16) 1.57(45) 0.4(1.4) 12.5(10.2) 0.29

(5.53) 1.3139(8) 0.71(17) 13.0(1.8) 0.16

(5.54) 1.3167(5) 1.77(26) 30.82(92) 6.80

(5.55) 1.3137(8) 1.77(26) 0.80(16) 18.5(2.6) 0.27

(5.56) 1.3146(9) 1.47(6) 0.01(26) 10.7(1.5) 0.22

0.04 (5.48) 1.3146(5) 1.38(6) 7.7(1.7) 0.76

(5.52) 1.3132(10) 1.93(48) 1.20(45) 22(27) 0.25

(5.53) 1.3137(6) 0.96(15) 10.4(1.7) 0.30

(5.54) 1.3142(3) 1.32(6) 6.16(14) 0.84

(5.55) 1.3146(7) 1.32(6) −0.30(35) 7.1(1.2) 0.88

(5.56) 1.3145(7) 1.38(6) 0.06(30) 7.5(1.3) 0.74
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